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ABSTRACT

General characterizations of valid confidence sets and tests in problems which involve locally
almost unidentified (LAU) parameters are provided and applied to several econometric models. Two
types of inference problems are studied: (1) inference about parameters which are not identifiable
on certain subsets of the parameter space, and (2) inference about parameter transformations with
discontinuities. When a LAU parameter or parametric function has an unbounded range, it is shown
under general regularity conditions that any valid confidence set with level 1− α for this parameter
must be unbounded with probability close to 1−α in the neighborhood of nonidentification subsets
and will have a non-zero probability of being unbounded under any distribution compatible with
the model: no valid confidence set which is almost surely bounded does exist. These properties
hold even if “identifying restrictions” are imposed. Similar results also obtain for parameters with
bounded ranges. Consequently, a confidence set which does not satisfy this characterization has
zero coverage probability (level). This will the case in particular for Wald-type confidence intervals
based on asymptotic standard errors. Furthermore, Wald-type statistics for testing given values of
a LAU parameter cannot be pivotal functions (i.e., they have distributions which depend on un-
known nuisance parameters) and even cannot be usefully bounded over the space of the nuisance
parameters. These results are applied to several econometric problems: inference in simultaneous
equations [instrumental variables (IV) regressions], linear regressions with autoregressive errors,
inference about long-run multipliers and cointegrating vectors. For example, it is shown that stan-
dard “asymptotically justified” confidence intervals based on IV estimators (such as two-stage least
squares) and the associated “standard errors” have zero coverage probability, and the corresponding
t-statistics have distributions which cannot be bounded by any finite set of distribution functions, a
result of interest for interpreting IV regressions with “weak instruments”. Furthermore, expansion
methods (e.g., Edgeworth expansions) and bootstrap techniques cannot solve these difficulties. Fi-
nally, in a number of cases where Wald-type methods are fundamentally flawed (e.g., IV regressions
with poor instruments), it is observed that likelihood-based methods (e.g., likelihood-ratio tests and
confidence sets) combined with projection techniques can easily yield valid tests and confidence
sets.
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1. Introduction

A common problem in statistics and econometrics consists in building confidence sets for the pa-
rameters of a statistical model. Since they report all parameter values acceptable at a given level
[see Lehmann (1986)], confidence sets give considerably more information than significance tests
for particular parameter values. For a scalar parameter θ, a confidence set often takes the form of an
interval, such as [θ̂ − c1σ̂θ̂ , θ̂ + c2σ̂θ̂] where θ̂ is an estimate of θ, σ̂θ̂ a “standard error” and c1, c2
are constants obtained from the distribution of (θ̂ − θ)/σ̂θ̂ to yield the desired level. This approach
is justified when the latter distribution does not depend on unknown nuisance parameters or can be
approximated by such a distribution [e.g., theN(0, 1)]. When θ is a vector, one would typically find
a “covariance matrix” for θ̂ and build a confidence ellipsoid. Below we call such confidence sets
Wald-type confidence sets. More generally, confidence set construction depends on the availability
of pivotal functions [i.e., functions φ(Y, θ) of both the data Y and the parameter vector θ whose
distribution do not depend on unknown parameters], or at least of boundedly pivotal functions [i.e.,
functions φ(Y, θ) whose distribution can be bounded over the parameter space by probabilities in
the open interval (0, 1)]. The notion of pivotal quantity was introduced by Fisher (1934) and lies at
the heart of “classical” hypothesis testing and confidence set methods.

Many models in econometrics are not identified over the full parameter space, i.e., they con-
tain subsets of observationally equivalent parameter values. Prominent examples include structural
models, such as simultaneous equation models and errors-in-variables models, various nonlinear re-
gression models, ARMA models (univariate or multivariate), and models of cointegrating relations.
For general discussions of identification, see Rothenberg (1971), Bowden (1973), Fisher (1976),
Deistler and Seifert (1978), Hsiao (1983), Breusch (1986), Heckman and Robb (1986) and Prakasa
Rao (1992). Problems similar to nonidentication also occur when a discontinuous transformation of
a parameter vector (e.g., a parameter ratio) is considered.

The typical approach to identification problems is to assume them away by imposing “identifi-
cation restrictions” and then derive the asymptotic theory for the fully identified case. Although this
leads to distributional simplifications, it also hides many important complications. “Identifiability
restrictions” can be very real and rule out plausible data distributions: in no way can they be taken
as granted [see Sims (1980)]. Furthermore, both finite sample and asymptotic distributions for es-
timators and tests can be strongly affected if identifiability conditions are not satisfied [see Sargan
(1983), Phillips (1984, 1985, 1989), Hillier (1990), Choi and Phillips (1992), Staiger and Stock
(1994), McManus, Nankervis and Savin (1994)], which suggests that asymptotic approximations
can be very unreliable under conditions close to non-identification. In particular, when appropriate
identification conditions do not hold, certain parameters of interest (although not necessarily all of
them) may not be “estimable” [see Bowden (1973), Bunke and Bunke (1974), Deistler and Seifert
(1978), Phillips (1989) and Hillier (1990)], and hypotheses about possibly non-identifiable parame-
ters (although not necessarily all hypotheses of interest) may not be “testable” in the sense that they
are not “refutable” [see the discussion of Breusch (1986)]. For equations estimated by instrumental
variables (IV) methods, the distributional complications associated with (near) non-identification
are especially relevant because of the serious possibility of “weak instruments”, a problem which
has received renewed attention recently; see, e.g., Nelson and Startz (1990a, 1990b), Buse (1992),
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Maddala and Jeong (1992), Angrist and Krueger (1994), Staiger and Stock (1994), Bound, Jaeger
and Baker (1995), and Hall, Rudebusch and Wilcox (1996).

Although the available analytical results indicate that distributions of IV-based estimators and
test statistics can be strongly affected in non-identified models, they do not throw much light on the
properties of confidence procedures, in particular on whether we can bound the distributions of test
statistics to obtain valid tests and confidence sets, even if identifying restrictions are imposed. The
main purpose of this paper is to throw more light on these issues by extending finite-sample results
and methods due to Gleser and Hwang (1987, henceforth GH) and Koschat (1987) in a number of
special problems. For inference on errors-in-variables models, principal components and ratios of
regression parameters, GH showed that no valid confidence interval for a parameter can have finite
expected length if this parameter is not identifiable on a subset of the parameter space. Koschat
(1987) independently gave a similar result for confidence intervals on the ratio of the means of two
normal distributions [the Fieller (1954) problem].

Here we extend the results of GH, e.g., by allowing for less restricted models (including pos-
sibly discrete distributions, parameters in general metric spaces, and less restricted “troublesome”
parameter subsets), and we apply them to some important econometric models. We consider first a
general setup with a parameter vector θ and a parametric function of interest ψ(θ). The parameter
space contains a subset Θ0 near which the function ψ(θ) can take any value in a (typically large)
set Ψ0. This setup covers both cases where ψ(θ) has discontinuities at Θ0 and where the points in
Θ0 correspond to the same data distribution (in which case Θ0 is a nonidentification subset). When
such conditions obtain, we say ψ(θ) is locally almost unidentified (LAU) near Θ0. The main facts
demonstrated here under general conditions include: (1) when ψ(θ) is LAU near Θ0 and θ ∈Θ0, a
level 1−α confidence set Cψ(Y ) for ψ(θ) must cover with probability 1−α (at least) any value in
the set Ψ0 of all the values of ψ(θ) that can be met “near” Θ0; (2) Cψ(Y ) must have a diameter as
large as the diameter of Ψ0 with probability 1 − α (or greater); in particular, if Ψ0 is unbounded,
Cψ(Y ) must be unbounded with probability 1− α (or greater); (3) by continuity, similar properties
must also hold outside Θ0, at least in the neighborhood of Θ0; (4) when the model has a density
with the same support for all θ, Cψ(Y ) must have diameter as large as the one of Ψ0 with positive
probability for all θ. If these properties do not hold for a proposed confidence set, its true level
is zero: it is impossible to build a valid confidence set which is bounded with probability one. In
particular, most Wald-type confidence sets in such models have zero confidence level, irrespective
of their stated nominal levels, because they are almost surely bounded.

As a result, any approximation for the null distribution of a Wald-type statistic (e.g., an asymp-
totic approximation) for testing an hypothesis of the form ψ(θ) = ψ0 must be arbitrarily bad for
some ψ0 (unless it depends on θ). In other words, Wald statistics do not constitute valid pivotal
functions in such models and it is even impossible to bound their distribution over the parameter
space (except by the trivial bounds 0 and 1). Furthermore, there is no way of producing “corrected
standard errors” that would avoid this problem. Expansion methods (e.g., Edgeworth expansions)
and “bootstrap” techniques will also fail in such contexts, as long as they lead to almost surely
bounded confidence sets. This of course supports earlier work on the unreliability of Wald tests
because of non-invariance problems [see Breusch and Schmidt (1988), Dagenais and Dufour (1991)
and Nelson and Savin (1990)].
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These results are then applied to discuss inference in the context of more specific econometric
models and problems, including: (1) ratios of regression coefficients; (2) simultaneous equations
models and IV regressions; (3) linear regressions with autoregressive errors; (4) inference about
long-run multipliers; (6) cointegrating vectors. For example, in simultaneous equations and similar
models, it is shown that usual “asymptotically justified” confidence intervals for structural coeffi-
cients based on IV estimators, such as two-stage least squares (2SLS), and their asymptotic standard
errors have zero coverage probability, and the corresponding t-statistics have distributions which
cannot be bounded by a finite set of distributions. By contrast, for the same model, we show that
LR statistics have null distributions which can be bounded by a nuisance-parameter-free distribution
(derived from the Wilks Λ distribution), and so the inference methods based on such statistics do not
have these problems. Furthermore we show that projection techniques can be used in such contexts
to obtain valid tests for a large variety of hypotheses.

The basic notations, definitions and assumptions used in the paper are presented in Section 2.
The main results on confidence sets for LAU parameters are presented in Section 3. Section 4 dis-
cusses implications for testing and the validity of Wald-type confidence sets, while the applications
to specific econometric models and problems are presented in Section 5. We conclude in Section 6.

2. Framework

Consider a family of probability spaces {(Z, A�, P θ) : θ ∈ Ω}, where Z is a sample space, A�

is a σ-algebra of subsets of Z, and P̄θ is a probability measure on the measurable space (Z, A�)
indexed by a parameter θ in Ω. The sets Z, A� and Ω are all nonempty. Further, we are interested
by a transformation ψ : Ω1 → Ψ, defined on a nonempty subset Ω1 of Ω, on which we wish to
test hypotheses and build confidence sets. We assume also the sets Ω and Ψ possess metric space
structures. Inferences about θ will be based on an A�-measurable observation (vector) Y in a space
Y. For future reference, we summarize these assumptions as follows, where R

+
0 refers to the set of

the non-negative real numbers.

(A) Basic assumptions. (A.1) {P θ : θ ∈ Ω} is a family of probability measures on a measurable
space (Z, A�), and (Ω, ρ) is a metric space with the metric ρ : Ω×Ω → R

+
0 . (A.2) ψ : Ω1 → Ψ is

a function on Ω such that (Ψ, ρ) is a metric space with the metric ρ : Ψ × Ψ → R
+
0 , where Ω1 is a

nonempty subset of Ω. (A.3) Y : Z → Y is an A�-measurable function. The complete measurable
space (Y, A�) induced by Y on Y is the same for all θ ∈ Ω, and the probability measure determined
by P θ on (Y, A�) is denoted by Pθ = Pθ(y), for any θ ∈ Ω. Furthermore, there is a metric
ρy : Y × Y → R

+
0 such that all the corresponding open sets of (Y, ρy) are A�-measurable.

Let Γ0 be a nonempty subset of Ψ, Ω0 = {θ ∈ Ω1 : ψ(θ) ∈ Γ0} and 0 ≤ α ≤ 1. Following
the classical terminology of hypothesis testing [Lehmann (1986, sections 3.1, 3.5)], we say that a
subset R of Y is a critical region with level α for testing the hypothesis H0 : θ ∈ Ω0 if and only if
Pθ[Y ∈ R] ≤ α , ∀θ ∈ Ω0 [or equivalently, sup

θ∈Ω0

Pθ[Y ∈ R] ≤ α]; if sup
θ∈Ω0

Pθ [Y ∈ R] = α, R has

size α. Correspondingly, a random subset Cψ(Y ) of Ψ is a confidence set with level 1−α for ψ(θ)
if and only if inf

θ∈Ω1

Pθ[ψ(θ) ∈ Cψ(Y )] ≥ 1 − α ; Cψ(Y ) has size (or coverage probability) 1 − α
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when inf
θ∈Ω1

Pθ[ψ(θ) ∈ Cψ(Y )] = 1 − α . We study here situations where the following conditions

hold. Below lim
n→∞θn = θ means ρ(θn, θ) −→

n→∞ 0.

(B) Indeterminacy of ψ(θ) in a neighborhood. For some nonempty subset Ψ0 of Ψ, there is a
subset Θ0 of Ω such that, for each ψ0 ∈Ψ0, we can find a sequence (θn)∞n=1 with the following
properties: (a) θn ∈ Ω1\Θ0,∀n ; (b) ψ(θn) = ψ0, ∀n ; (c) lim

n→∞θn = θ for some θ ∈ Θ0 . The set

of sequences which satisfy the conditions (a), (b) and (c) above will be denoted S(Θ0,Ω1).
(C) Observational equivalence on Θ0. If the set Θ0 contains more than one point, the measures Pθ
are identical for all θ ∈ Θ0. In this case, the set Θ0 will be called an observational equivalence
(or nonidentification) subset of Ω.

Assumption B states that any value ψ0 ∈Ψ0 can be met near Θ0. Ψ0 will typically be a large set
(e.g., Ψ0 = Ψ the set of all possible values). By Assumption C, if Θ0 has more than one element,
the parameter vectors in Θ0 are observationally equivalent. When B and C hold with Ψ0 containing
more than one distinct value, we say the parametric function ψ(θ) is locally almost unidentified
(LAU) near Θ0. In addition (Assumption D below), we shall assume that the probability measures
Pθ enjoy a continuity property, in the sense of weak convergence [see Billingsley (1968, chapter
1)] with respect to the sequences in S(Θ0,Ω1). This condition holds in particular if Y has a density
which is continuous in θ (Assumption E).

(D) Weak convergence with respect to S(Θ0,Ω1). For any ψ1 ∈ Ψ0, there is a sequence (θn)∞n=1

in S(Θ0,Ω1) such that ψ(θn) = ψ1, for all n, and Pθn converges weakly to Pθ , where θ = lim
n→∞θn.

(E) Existence and continuity of densities for the measures Pθ.
(E.1) The probability measures Pθ(y), θ ∈ Ω, are absolutely continuous with respect to a σ-finite
measure dμ(y) on (Y, A�), with densities f(y|θ), θ ∈ Ω, where y ∈ Y. (E.2) For any ψ1 ∈ Ψ0,
there is a sequence (θn)∞n=1 in S(Θ0,Ω1) such that lim

n→∞f(y|θn) = f(y|θ) , a.e. μ ,where θ =
lim
n→∞θn.

3. Confidence Sets for Almost Unidentified Parameters

Consider a confidence set Cψ(Y ) for ψ(θ) whose level (or coverage probability) is 1 − α, at least
on the set Ω1\Θ0, according to the following assumptions.

(F) Confidence set with level 1 − α. (F.1) Cψ(Y ) is a confidence set for ψ(θ) such that the event
ψ1 ∈ Cψ(Y ) is A�-measurable, ∀ψ1 ∈ Ψ. (F.2) Pθ[∂(A(ψ1))] = 0,∀ψ1 ∈ Ψ0,∀θ ∈ Θ0, where
A(ψ1) = {y ∈ Y : y ∈ Y (Z) and ψ1 ∈ Cψ(y)} and ∂(A(ψ1)) is the boundary of the set A(ψ1) in
Y. (F.3) Pθ[ψ(θ) ∈ Cψ(Y )] ≥ 1 − α , ∀θ ∈ Ω1\Θ0 , where 0 ≤ α ≤ 1.

Assumption F.2 means there is no probability mass on the boundary of A(ψ1), where A(ψ1) is
the acceptance region for the hypothesis ψ(θ) = ψ1 [in the definition of A(ψ1), y ∈ Y (Z) simply
means y belongs to the set Y (Z) containing all possible values of the observable random vector
Y (Z), while ψ1 ∈ Cψ(y) means ψ1 is deemed to be acceptable by the confidence set Cψ(y)].
In the sequel, the symbol ∂(.) will refer to the boundary of a set. F.2 will typically be met when
the distributions Pθ are absolutely continuous (Assumption E). Then, we can show the following
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proposition, where N(θ) = {θ ∈ Ω : ρ(θ, θ) < δ}, with δ > 0, refers to an open neighborhood of
θ ∈ Ω.

Proposition 3.1 Let the assumptions A, B, C, D and F hold. Then, for every ψ1 ∈ Ψ0 and every
sequence (θn)∞n=1 in S(Θ0,Ω1), we have

Pθ[ψ1 ∈ Cψ(Y )] = lim
n→∞Pθn [ψ1 ∈ Cψ(Y )] ≥ 1 − α , ∀θ ∈ Θ0 , (3.1)

and sup
θ∈ �N(θ)

Pθ[ψ1 ∈ Cψ(Y )] ≥ 1 − α, for every neighborhood N(θ) of θ = lim
n→∞ θn , where

Ñ(θ) = N(θ) ∩ (Ω1\Θ0). Furthermore, the above conclusions hold a fortiori if Assumption D is
replaced by the stronger Assumption E.

The proofs of the propositions and theorems are given in the Appendix. When Y follows the
distribution associated with Θ0 (which is unique by definition), the latter proposition entails that
any point ψ1 ∈ Ψ0 must be covered by Cψ(Y ) with probability at least 1 − α. Furthermore, the
probability of the event ψ1 ∈ Cψ(Y ) must get arbitrarily close to 1 − α (or larger) at points in
N(θ) ∩ (Ω1\Θ0), even if Pθ is identified everywhere in the domain Ω1\Θ0.

Now, for any ψ1 ∈ Ψ and any subset A ⊆ Ψ, define

ρU [A,ψ1] = sup{ρ(ψ1, ψ2) : ψ2 ∈ A},D[A] = sup{ρ(ψ1, ψ2) : ψ1, ψ2 ∈ A}. (3.2)

ρU [A,ψ1] is the maximal “distance” between any point of A and ψ1, while D[A] is the “diameter”
of A (the maximal distance between two points of A). After making appropriate measurability
assumptions, we will now establish some general properties of the variables ρU [Cψ(Y ), ψ1] and
D[Cψ(Y )]. Note ρU [·] and D[·] take their values in R

+
0 ∪ {+∞}, so D[Cψ(Y )] = ∞ is a well-

defined event.

(G.1) ρU measurability. The event ρU [Cψ(Y ), ψ1] ≥ x is A�-measurable, for any x ∈ [0,∞]
and ψ1 ∈ Ψ.
(G.2) Diameter measurability. The event D[Cψ(Y )] ≥ x is A�-measurable, for any x ∈ [0,∞].

We first show that the distance ρU [Cψ(Y ), ψ1] will not be inferior to ρU [Ψ0, ψ1] with probabil-
ity at least 1 − α when θ is close to Θ0, for any ψ1 ∈ Ψ.

Proposition 3.2 Under the assumptions of Proposition 3.1 (A, B, C, D, F) and G.1, let (θn)∞n=1 be
any sequence in S(Θ0,Ω1), ψ1 ∈ Ψ, and R0 ≡ ρU [Ψ0, ψ1]. Then

Pθ[ρU [Cψ(Y ), ψ1] ≥ R0] ≥ 1 − α ,∀ θ ∈ Θ0 , (3.3)

lim inf
n→∞ Pθn [ρU [Cψ(Y ), ψ1] ≥ R0 − ε] ≥ 1 − α ,∀ε ∈ (0 ,∞), if R0 <∞,

lim inf
n→∞ Pθn [ρU [Cψ(Y ), ψ1] ≥ Δ] ≥ 1 − α ,∀Δ ∈ (0 ,∞), if R0 = ∞.

(3.4)
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If furthermore Pθ [∂(ρU [Cψ(Y ), ψ1] ≥ R0)] = 0 , ∀θ ∈ Θ0 , then

lim
n→∞Pθn [ρU [Cψ(Y ), ψ1] ≥ R0] = Pθ[ρU [Cψ(Y ), ψ1] ≥ R0] ≥ 1 − α ,∀θ ∈ Θ0. (3.5)

We can now study how the diameter of Cψ(Y ) behaves under similar conditions.

Theorem 3.3 Under the assumptions of Proposition 3.1 and G.2, let (θn)∞n=1 be any sequence in
S(Θ0,Ω1). Then

Pθ [D[Cψ(Y )] ≥ D[Ψ0]] ≥ 1 − 2α ,∀θ ∈ Θ0 , if D[Ψ0] <∞ ,
Pθ [D[Cψ(Y )] = ∞] ≥ 1 − α , ∀θ ∈ Θ0 , if D[Ψ0] = ∞ ,

(3.6)

lim inf
n→∞ Pθn [D[Cψ(Y )] ≥ D[Ψ0] − ε] ≥ 1 − 2α ,∀ε ∈ (0 ,∞), if D[Ψ0] <∞,

lim inf
n→∞ Pθn [D[Cψ(Y )] ≥ Δ] ≥ 1 − 2α ,∀Δ ∈ (0 ,∞), if D[Ψ0] = ∞.

(3.7)

If furthermore Pθ [∂(D[Cψ(Y )] ≥ D[Ψ0])] = 0, ∀θ ∈ Θ0 , then

lim
n→∞Pθn [D[Cψ(Y )] ≥ D[Ψ0]] = Pθ [D[Cψ(Y )] ≥ D[Ψ0]] ,∀θ ∈ Θ0 . (3.8)

The latter theorem shows the confidence set Cψ(Y ) must be as “large” as the entire domain
Ψ0 with probability near (or greater than) 1 − 2α, at least when the distribution of Y is close
to Θ0. Further, on combining (3.6) and (3.8), if Ψ0 is unbounded and the “continuity” condition
Pθ [∂(D[Cψ(Y )] ≥ D[Ψ0])] = 0 holds for θ ∈ Θ0, Cψ(Y ) must also be unbounded with probability
near 1−α in the neighborhood of Θ0. Contrariwise, if this property does not hold, we can conclude
(keeping the other assumptions of Theorem 3.3) that the confidence set Cψ(Y ) cannot have level
1−α (Corollary 3.4). In particular, ifD[Cψ(Y )] = ∞ and Cψ(Y ) is almost surely bounded, Cψ(Y )
has zero coverage probability.

Corollary 3.4 Under the assumptions of Theorem 3.3 with the exception of F.3
(i.e., A, B, C, D, F.1, F.2 and G.2), suppose Pθ [D[Cψ(Y )] ≥ D[Ψ0]] < 1 − 2α , ∀θ ∈ Θ0 , for
some α ∈ [0, 0.5). Then, inf

θ∈Ω1\Θ0

Pθ [ψ(θ) ∈ Cψ(Y )] < 1 − α. Furthermore, when D[Ψ0] = ∞ ,

the property

Pθ [D[Cψ(Y )] = ∞] = 0 , for θ ∈ Θ0 , (3.9)

entails inf
θ∈Ω1\Θ0

Pθ [ψ(θ) ∈ Cψ(Y )] = 0 .

We will now show that Cψ(Y ) must be unbounded with non-zero probability everywhere (i.e.,
under all the distributions Pθ, θ ∈ Ω), provided the support of Pθ(y) for θ ∈ Θ0 is included in
the support of Pθ(y) for all θ ∈ Ω (e.g., when all the distributions Pθ(y), θ ∈ Ω, have common
support). This result is obtained by using the following lemma (implicit in GH).
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Lemma 3.5 Under the assumptions A and E.1, suppose that the probability measures Pθ(y), θ ∈ Ω,
have densities f(y|θ) with support S(θ), which may depend on θ, and let θ0 ∈ Ω. If S(θ0) ⊆ S(θ)
for all θ ∈ Ω, then, for any event A in A�, Pθ0(A) > 0 ⇒ Pθ(A) > 0 , ∀θ ∈ Ω .

This suggests considering the following assumption.

(H) Minimal support on Θ0. For any θ0 ∈ Θ0, we have S(θ0) ⊆ S(θ), for all θ ∈ Ω\Θ0, where
S(θ) is the support of the density f(y|θ) defined in E.1.

This condition obviously holds when the densities f(y|θ) have common support. It is then
straightforward to see that the following extensions of Theorem 3.3 and Corollary 3.4 must hold for
models with density functions.

Theorem 3.6 Under the assumptions of Theorem 3.3, suppose that E and H also hold. Then,
provided 0 ≤ α < 0.5 ,

Pθ [D[Cψ(Y )] ≥ D[Ψ0]] > 0 , ∀θ ∈ Ω . (3.10)

If furthermore D[Ψ0] = ∞ and 0 ≤ α < 1, then Pθ [D[Cψ(Y )] = ∞] > 0 , ∀θ ∈ Ω .

Corollary 3.7 Under the assumptions of Theorem 3.3 with the exception of F.3 (A, B, C, D, F.1,
F.2, G.2), let E and H also hold, D[Ψ0] = ∞ and suppose

Pθ [D[Cψ(Y )] = ∞] = 0 , for some θ ∈ Ω . (3.11)

Then inf
θ∈Ω1\Θ0

Pθ [ψ(θ) ∈ Cψ(Y )] = 0 .

Theorem 3.6 and Corollary 3.7 include as a special case the Theorem of Gleser and Hwang
(1987). By Corollary 3.7, it is sufficient to show that (3.11) holds at a single point θ in Ω (possibly
not in Θ0) to conclude that the confidence set Cψ(Y ) has zero coverage probability. This will be
the case in particular when Ψ0 is unbounded (D[Ψ0] = ∞) but Cψ(Y ) is almost surely bounded.

4. Testing and Wald Confidence Sets

The results of the previous section have important implications for the properties of tests associated
with a given confidence procedure. Any confidence set for a parameter can be interpreted as the
result of a collection of tests for each possible value of the parameter: the confidence set simply
reports all the values of the parameter which cannot be rejected at a given level [see Lehmann
(1986, Chapter 3)]. In particular, the confidence set Cψ(Y ) can be interpreted as resulting from
tests for null hypothesis of the formH0(ψ0) : ψ(θ) = ψ0, where ψ0 ∈ Ψ. The tests themselves can
be defined as follows: ϕ(Y ;ψ0) = 1, if ψ0 /∈ Cψ(Y ), and ϕ(Y ;ψ0) = 0, if ψ0 ∈ Cψ(Y ), where
ϕ(Y ;ψ0) = 1 means H0(ψ0) is “rejected” and ϕ(Y ;ψ0) = 0 means it is “accepted”.

Let Θ = Ω1\Θ0. From the identity

inf
θ∈Θ

Pθ [ψ(θ) ∈ Cψ(Y )] = 1 − sup
θ∈Θ

Pθ [ψ(θ) /∈ Cψ(Y )] ,
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we see that inf
θ∈Θ

Pθ [ψ(θ) ∈ Cψ(Y )] = 0 ⇔ sup
θ∈Θ

Pθ [ψ(θ) /∈ Cψ(Y )] = 1, and for 0 ≤ α < 1,

inf
θ∈Θ

Pθ [ψ(θ) ∈ Cψ(Y )] < 1 − α ⇔ sup
θ∈Θ

Pθ [ψ(θ) /∈ Cψ(Y )] > α . Consequently, when (3.9) or

(3.11) holds, we can infer that, for any 0 ≤ α0 < 1, there exists a parameter vector θ0 ∈ Ω1\Θ0 and
an hypothetical value ψ0 = ψ(θ0) such that Eθ0 [ϕ(Y ;ψ0)] = Pθ0 [ψ0 /∈ Cψ(Y )] > α0. In other
words, in the family of tests ϕ(Y ;ψ0), ψ0 ∈ ψ(Θ), we can always find an hypothesisH(ψ0) whose
level will exceed any nominal level. As a result, the statistics ϕ(Y ;ψ(θ)) cannot be pivotal functions
for the family of distributions {Pθ : θ ∈ Ω}, i.e., the distribution of ϕ(Y ;ψ(θ)) depends on θ. More
importantly, for any significance level 0 ≤ α < 1, there is no way of bounding the probability of
the event ϕ(Y ;ψ(θ)) = 1 uniformly over θ ∈ Θ (except trivially, by 0 and 1). Note also Ω1 may
be a fairly restricted subset of Ω. Furthermore, from (3.9), the presence of such problems can be
assessed by looking at the properties of Cψ(Y ) when θ ∈ Θ0.

It is straightforward to see that the above results apply quite generally to Wald-type confidence
sets. For example, suppose ψ(θ) is a scalar function of θ such that Ψ0 is unbounded, let θ̂ be an
estimate of θ and σ̂ψ an estimate of the “standard error” of ψ(θ̂) which is positive with probability
one. Then any confidence interval of the form [ψ(θ̂) − c1σ̂ψ , ψ(θ̂) + c2σ̂ψ], where c1 and c2 are
constants which depend on the “nominal level” of the interval, has true level zero. Similarly, when

ψ(θ) is a vector in R
k, any confidence ellipsoid [ψ(θ̂) − ψ]′

∑̂−1

ψ [ψ(θ̂) − ψ] ≤ cwhere c is a finite

constant, will have true level zero whenever
∑̂

ψ is almost surely nonsingular. Correspondingly, the

Wald statisticW (ψ(θ)) = [ψ(θ̂)−ψ(θ)]′
∑̂−1

ψ [ψ(θ̂)−ψ(θ)] cannot be a pivotal function. No distri-
bution independent of the unknown parameter vector θ, e.g. an asymptotic distribution, can provide
tests whose true levels would not deviate arbitrarily from their nominal levels. Or equivalently, there
is no way to find a finite critical value c(α) [e.g., one derived from an approximating distribution,
like an asymptotic distribution] such that all the hypothesis H(ψ0), ψ0 ∈ ψ(Θ), would be testable
at level α using a critical region of the form W (ψ0) > c(α). Furthermore, no useful maximum
value over a set of possible (approximating) distributions can be found. For example, if the supports
of the distributions of the W (ψ0) statistics are the positive real line, the only critical value that can
ensure a valid test of level α for all ψ0 ∈ ψ(Θ) is c(α) = ∞. Approximations based on expansion
methods, such as Edgeworth expansions where unknown parameters have been replaced by esti-
mates, will also face a similar problem because they would lead to confidence sets that are almost
surely bounded. For similar reasons, “bootstrapping” the distribution of W (ψ0) cannot solve the
problem either.

5. Econometric Applications

In this section, we apply the above results to a number of problems and models relevant to econo-
metric practice and discuss possible solutions, including inference about parameters of simultaneous
equations and dynamic models. Before studying those, however, we shall look at the problem of
building a confidence set for the ratio of two regression coefficients in a linear regression. Even
though this problem has been studied by GH, it will be illuminating to see how the more general
results of Sections 3 and 4 apply to this relatively simple problem.
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5.1. Ratios of parameters in linear regressions

Consider the linear regression

y = Xβ + u , u ∼ N [0, σ2IT ] (5.1)

where X is a T × k full-column rank fixed matrix (2 ≤ k < T ), σ and β = (β1, ... , βk)′ are
unknown coefficients (σ > 0). We wish to build a confidence set for the ratio ψ(θ) = β2/β1

where θ = (β1, ...., βk, σ)′ ∈ Ω = R
k × R

+. By definition, ψ(θ) is the solution of the equation
β2 = ψ(θ)β1, unique except when β1 = 0.

Here ψ(θ) has a discontinuity at every point of the set {θ ∈ Ω : β1 = 0}. Consider the following
(restricted) domain for ψ(θ) : Ω1 = {θ ∈ Ω : β1 �= 0, σ = σ̄, βj = β̄j , j = 3, ... , k}, where
σ̄, β̄j, j = 3, ... , k are fixed constants. Let also Θ0 = {θ ∈ Ω : β1 = β2 = 0, σ = σ̄,
βj = β̄j , j = 3, ... , k}. Since Θ0 contains only one vector, condition C is trivially satisfied. For

any ψ0 ∈ R, we can define θn = (β(n)
1 , ψ0β

(n)
1 , β̄3, ... , β̄k, σ̄)′ , n = 1 , 2 , ..., where β(n)

1 is

chosen so that β(n)
1 −→

n→∞ 0 and β(n)
1 �= 0, for all n. We see immediately that: a) θn ∈ Ω1\Θ0 ,∀n;

b) ψ(θn) = ψ0 ,∀n; c) lim
n→∞ θn = θ , where θ = (0 , 0 , β̄3 , ..., β̄k, σ̄)′ ∈ Θ0. Conditions A,

B, C and E are clearly satisfied here with Ψ0 = R.For 0 < α < 1, Theorems 3.3 and 3.6 entail
that any level 1 − α confidence set for β2/β1 must have non-zero probability of being unbounded
irrespective of the true value of θ, a probability that must get as high as 1 − α when θ = θ̄. By
varying ( β̄3 , ..., β̄k, σ̄)′, we see also this property must hold whenever β1 = β2 = 0.

As a result any confidence interval of the form
[
(β̂2/β̂1) ± c(α/2)σ̂ψ

]
, where (say) σ̂ψ =

G(β̂)Σ̂β̂G(β̂)′, G(β) = ∂ψ(θ)/∂β′, Σ̂β̂ = s2(X ′X)−1 = [σ̂ij ]i,j=1,...,k and s2 = (y −Xβ̂)′(y −
Xβ̂)/(T − k), has zero coverage probability. Furthermore, as shown in Section 4, we can always
find a value ψ0 such that the distribution of the Wald statistic W (ψ0) = [ψ(θ̂) − ψ0]2/σ̂

2
ψ deviates

arbitrarily from any “approximating distribution” [such as the χ2(1) distribution].
By contrast, a valid confidence set for β2/β1 follows on “inverting” LR tests for the hypothesis

H0(ψ0) : β2/β1 = ψ0. Since H0(ψ0) is equivalent to H0(ψ0)′ : β2 − ψ0β1 = 0, the LR test of
H0(ψ0) is equivalent to the Fisher test of H0(ψ0)′ based on F (ψ0) = (β̂2 − ψ0β̂1)2/(σ̂11ψ

2
0 −

2σ̂12ψ0 + σ̂22). Since F (ψ0) ∼ F (1, T − k) under H0(ψ0), Cψ(α; y) = {ψ0 : F (ψ0) ≤
Fα(1, T − k)} is a level 1 − α confidence set for β2/β1. This set can be put in explicit form by
solving the quadratic inequation

Aψ2
0 +Bψ0 + C ≤ 0 , (5.2)

where A = β̂
2

1−Fασ̂11 , B = −2(β̂1β̂2−Fασ̂12) , C = β̂
2

2−Fασ̂22 , and Fα = Fα(1, T −k). This

confidence set is unbounded when A < 0, an event with probability Pθ[A < 0] = Pθ[β̂
2
1/σ̂11 <

Fα] = 1 − α when β1 = 0. Cψ(α; y) is a generalization of the well-known Fieller’s (1954)
confidence set for the ratio of two means [see Rao (1973, Section 4b)]. The basic reason for the
“smooth” behavior of tests and confidence sets based on this method is that the statistic F (ψ) is a
proper pivotal function for this problem, in contrast with Wald-type statistics.
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5.2. Simultaneous equations and instrumental variables regressions

Let us now consider the following structural model:

a) y = Y β +X1γ1 + u , b) Y = XΠ + V = X1Π1 +X2Π2 + V , (5.3)

where y is a T × 1 random vector, Y a T ×G matrix of endogenous variables, X1 and X2 are T ×
k1 and T × k2 matrices of fixed (or strictly exogenous) variables, X = [X1,X2] with rank(X) =
k1 + k2 = k, β and γ1 are G× 1 and k1 × 1 vectors of unknown coefficients, Π1 and Π2 are k1 ×G
and k2 × G matrices of unknown coefficients, u and V are T × 1 and T × G matrices of random
disturbances; furthermore, we assume that the rows of the matrix [u, V ] are i.i.d. NG+1[0, Σ]
where det(Σ) �= 0 and Σ does not depend on β, γ1 and Π. (5.3a) can be viewed as a typical
relationship that would be estimated by IV methods.

Substituting (5.3b) into (5.3a), we obtain the reduced form equation for y :

y = X1π1 +X2π2 + v , (5.4)

where v = u+ V β and π1 = Π1β + γ1 , π2 = Π2β. If no restriction is imposed on γ1 (which is
typically the case), β is identifiable if and only if rank(Π2) = G. In other words, if the equation
π2 = Π2β has a solution, it is unique if and only if rank(Π2) = G holds. The set of all possible
solutions of π2 = Π2β is B(π2,Π2) = {β ∈ R

G : β = β∗ + δ, δ ∈ Ker(Π2)}, where Ker(Π2) is
the set of all vectors δ ∈ R

G such that Π2δ = 0 [rank(Π2) = G if and only if Ker(Π2) = {0}].
Instruments may be described as “weak” when the rank condition rank(Π2) = G fails to hold or
almost does not hold, a problem recently emphasized by several authors [e.g., Angrist and Krueger
(1994), Bound, Jaeger and Baker (1995), Hall, Rudebusch and Wilcox (1996), Maddala and Jeong
(1992), Nelson and Startz (1990a, 1990b), Staiger and Stock (1994)].

For any k2 × G matrix Π2 whose rank is less than G, we can find a sequence (Π(n)
2 )∞n=1 of

k2 ×G matrices such that rank(Π(n)
2 ) = G,∀n, and Π(n)

2 −→
n→∞ Π2. If Ker(Π2) contains a vector

whose j-th component is unbounded (1 ≤ j ≤ G), this j-th component is also unbounded in
B(π2,Π2). In particular, if Π2 = 0, we have B(π2,Π2) = R

G, i.e., β is completely unrestricted.
Further, in such a case, the same will hold for γ1 provided the corresponding row of Π1 is non-zero
(for π1 = Π1β + γ1).

Here the complete parameter vector is θ = vec(β, γ1,Π1,Π2,Σ).We denote by p the dimension
of θ and by Ω the subset of R

p whose elements θ satisfy the restrictions entailed by model (5.3).
Taking β = ψ(θ) as the parametric function of interest, we have a case where ψ(θ) is a continuous
function of θ but the parameter space contains subsets inside which the different parameters are
observationally equivalent. Many different such subsets do exist. Define the (G + 1) × (G + 1)

matrix A(β) =
[

1 β′

0 IG

]
, which is easily seen to be nonsingular for all values of β. Then,

for any given vector θ = vec(β̄, γ̄1, Π̄1, Π̄2, Σ̄) such that rank(Π̄2) < G, we have the following
observational equivalence subset: Θ0 = {θ ∈ R

p : Π1 = Π̄1, Π2 = Π̄2 , Π̄2β = π̄2, Π̄1β +
γ1 = π̄1, A(β)ΣA(β)′ = A(β̄)Σ̄A(β̄)′}, where π̄2 = Π̄2β̄ and π̄1 = Π̄1β̄ + γ̄1. The condition
A(β)ΣA(β)′ = A(β̄)Σ̄A(β̄)′ ensures that the disturbances of the reduced form model associated
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with (5.3) have identical covariance matrices: β, γ1 and Σ move together (in Θ0) to ensure that the
conditional distribution of [y, Y ] given X remains the same. Thus the set Θ0 is a subset of R

p

defined by imposing nonlinear constraints on θ, a case clearly not covered by the results of GH.
From Theorem 3.3, any confidence set for the vector β must be unbounded with probability

1−α (at least) when rank(Π2) < G. For components of β, the same will hold when θ belongs to a
subset Θ0 over which this component is unbounded. Again unbounded confidence sets must occur
with probabilities close to 1− α (or greater) in the neighborhood of these sets, and since the model
has a density function, the probability of getting an unbounded confidence set is different from zero
for any θ. Consequently, confidence sets which are bounded with probability one have zero cover-
age probability. In particular, this will be the case for any Wald-type confidence interval based on
the 2SLS estimator of β, the usual 2SLS standard errors and a normal asymptotic distribution. De-
spite considerable theoretical work on the finite sample properties of 2SLS and other simultaneous
equations estimators, as well as the associated inference procedures, this important property has not
apparently been pointed out before [e.g., see the survey of Phillips (1983)].

It of interest to note here that a valid confidence set for β in model (5.3) can be obtained by
a method suggested long ago by Anderson and Rubin (1950, henceforth AR). Consider first the
problem of testing H0(β0) : β = β0. On observing

y − Y β0 = X1π
∗
1 +X2π

∗
2 + u∗ (5.5)

where π∗1 = γ1 + Π1(β − β0), π∗2 = Π2(β − β0) and u∗ = u + V (β − β0), we see that H0(β0)
can be tested by testing π∗2 = 0 in the linear regression (5.5). This test can be interpreted as the
LR test of π∗2 = 0 in the regression (5.5) against the same regression with π∗1 and π∗2 unrestricted.
An exact confidence set of level 1 − α for β is then provided by Cβ(α; y, Y ) = {β0 : F (β0) ≤
Fα(k2, T − k1 − k2)} where

F (β0) =
(y − Y β0)′[M(X1) −M(X)](y − Y β0)/k2

(y − Y β0)′M(X)(y − Y β0)/(T − k1 − k2)
, (5.6)

where, for any non-singular matrix A, we define M(A) = IT − A(A′A)−1A′. The confidence set
Cβ(α; y, Y ) is similar at level 1 − α irrespective of the true value of Π (it is not conservative) and
so does not require an identifiability assumption, a remarkable feature. Cβ(α; y, Y ) is not generally
an ellipsoid and, by the results of Section 3, we can conclude it is unbounded with positive prob-
ability (a property not apparently pointed out before). In particular, an unbounded confidence set
will occur with probability at least 1 − α when the rank of Π is deficient (so β is not identifiable),
a natural outcome in this case. Note also Cβ(α; y, Y ) could be empty: specifically, this will occur
when the smallest root of the usual LIML determinantal equation exceeds some constant. Since
the probability that β ∈ Cβ(α; y, Y ) is 1 − α, the probability this occurs cannot be greater than
α under the model. Thus the occurrence of an empty confidence set can be interpreted as a rejec-
tion of the model itself, e.g., because of overidentifying restrictions [i.e., a test of the restriction
rank([π2,Π2]) = rank(Π2), or equivalently a test of the fact that π2 = Π2β for some vector β].
We thus have a specification test.

Cβ(α; y, Y ) is a valid confidence set for β because F (β) is a proper pivotal function for the
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model considered. More generally, any LR-type statistic for testing an hypothesis about some trans-
formation δ = g(β, γ1,Π1, Π2) ∈ R

v of β, γ1 and Π is boundedly pivotal. This can be shown by
using an argument similar to the one in Dufour (1989) for bounding the distributions of LR statistics
for nonlinear hypothesis in linear regressions. More precisely, consider the hypothesis

H0 : g(β, γ1,Π1, Π2) ∈ Δ0 , (5.7)

where Δ0 is a nonempty subset of R
v, let LR(H0) be the LR statistic for testing H0 against (5.3),

and consider the multivariate linear regression model:

Z = XB + W (5.8)

where Z = [y , Y ], W = [u , V ], and the rows of W are i.i.d. N [0, Σ∗] with det(Σ∗) �= 0.
Model (5.3) is equivalent to a restricted version of (5.8) where B belongs to the set Γ1 = {B ∈
M(k,G+1) :B = B(β, γ1,Π1,Π2), β ∈ R

G, γ1 ∈ R
k1,Π1 ∈ M(k1, G), Π2 ∈ M(k2, G)},

B(β, γ1, Π1, Π2) =
[
π1 Π1

π2 Π2

]
, π1 = Π1β + γ1 , π2 = Π2β , (5.9)

and the symbol M(m, n) denotes the set of the m× n real matrices. Γ1 represents the restrictions
imposed by the structural model (5.3) on the corresponding reduced form (5.8). Then the problem
of testing H0 against (5.3) is equivalent to testing

H ′
0 : B ∈ Γ0 against H ′

1 : B ∈ Γ1 (5.10)

where Γ0 = {B ∈ M(k,G + 1) : B = B(β, γ1,Π1,Π2), g(β, γ1,Π1,Π2) ∈ Δ0}. If we denote
by L(Z | B, Σ) the likelihood function of the regression (5.8) and

L(Γ) = sup{L(Z | B, Σ∗) : B ∈ Γ , Σ∗ ∈ SG+1} , ∅ �= Γ ⊆M(k, G+ 1) , (5.11)

where SG+1 is the set of the (G + 1) × (G + 1) positive definite matrices, we can establish the
following theorem on the distribution of LR(H0).

Theorem 5.1 Under the assumptions and notations (5.3) and (5.7) − (5.11), suppose
B(β, γ1, Π1, Π2) = B. Then the likelihood ratio statistic LR(H0) for testing H0 against (5.3)
satisfies the inequality

LR(H0) = L(Γ1)/L(Γ0) ≤ L (M(k,G + 1)) /L({B}) ≡ LR (5.12)

where LR ∼ [V1V2 · · ·VG+1]−T/2 and V1, V2, . . . , VG+1 are independent random variables such
that Vi follows a beta distribution with parameters

(
T−k−G−1+i

2 , k2
)
,

1 ≤ i ≤ G+ 1.

The bound LR has a distribution which does not depend on B nor any nuisance parameter, and
no identification condition is required. LR is a monotonic transformation of a Wilks Λ statistic,

12



whose distribution has been extensively studied [see Anderson (1984, Chapter 8)]. It can also
be determined easily by simulation [see Dufour and Khalaf (1996a,b)]. For any hypothesis H0,
e.g., an hypothesis of the form H0(δ0) : g(β, γ1,Π1, Π2) = δ0, we have P [LR(H0) ≥ x] ≤
P [LR ≥ x] , ∀x, so that the critical values of LR(H0) can be bounded from above by the quantiles
of LR. We do not claim this bound is very tight, but it shows clearly that LR-type statistics in
simultaneous equations are boundedly pivotal, a property not shared by Wald-type statistics.

The AR procedure may be interpreted as an IV method in which the exogenous variables ex-
cluded from a structural equation of interest are added directly to the equation instead of being used
to replace the endogenous explanatory variables by fitted values. The above discussion suggests this
is a much sounder way of making inferences on structural coefficients than the more usual methods
based on IV estimators and standard errors. Note also the AR statistic can yield “asymptotically
valid” tests and confidence sets under much weaker assumptions onX and [u, V ]; see, for example,
Staiger and Stock (1994) and Dufour and Jasiak (1994). An important feature here is that finite and
large sample validity results for the AR procedure are unaffected by the presence of identification
problems. Further, the evidence available on the power of AR tests indicates their performance is
excellent; see Maddala (1974) and Dufour and Jasiak (1994).

An apparent shortcoming of AR tests and confidence sets comes from the fact that they are
designed to consider the complete vector β.When G ≥ 2 (non-scalar β), we may still wish to build
confidence sets for individual components of β or for some transformation g(β) ∈ R

m. This can
be done by using a projection approach similar to the one used in Dufour (1990) for a different
problem. For any confidence set Cβ(α) such that Pθ [β ∈ Cβ(α)] ≥ 1− α ,∀θ ∈ Ω, e.g. Cβ(α) =
Cβ(α; y, Y ), take the image set g[Cβ(α)] = {g(β) ∈ R

m : β ∈ Cβ(α)}. Since β ∈ Cβ(α) entails
g(β) ∈ g[Cβ(α)], we have

Pθ [g(β) ∈ g[Cβ(α)]] ≥ Pθ [β ∈ Cβ(α)] ≥ 1 − α ,∀θ ∈ Ω. (5.13)

so that the confidence set g[Cβ(α)] has level 1−α. Note there is no restriction on the dimension of
g(β). When g(β) = βi, an individual element of β, g[Cβ(α)] can be interpreted as the projection
of Cβ(α) on the βi−axis. For a scalar function g(β), this confidence set does not necessarily take
the form of an interval, although this could easily be the case [e.g., if g(.) is continuous and the set
Cβ(α) is bounded and connected]. If one wishes to have a confidence interval for any scalar function
g(β), this can be done by considering the variables gL(α) = inf{g(β0) : β0 ∈ Cβ(α)} and
gU (α) = sup{g(β0) : β0 ∈ Cβ(α)} which are obtained by minimizing g(β0) subject to the
restriction F (β0) ≤ Fα(k2, T − k1 − k2). Since β ∈ Cβ(α) ⇒ gL(α) ≤ g(β) ≤ gU (α), we
see again that

Pθ [gL(α) ≤ g(β) ≤ gU (α)] ≥ 1 − α ,∀θ ∈ Ω. (5.14)

The confidence sets g[Cβ(α)] and [gL(α) , gU (α)] are obtained by first finding a joint confidence
set for β and then deducing the corresponding set of g(β) values. We call such sets projection-based
confidence sets. These will typically be non-similar and conservative (at least at certain points of
the parameter space), but no other valid procedure appears to exist in finite samples.
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5.3. Dynamic models

We will now examine a few dynamic models. As a first example, consider a linear regression with
AR(1) disturbances:

yt = β0 + x′tβ + ut , ut = ρut−1 + εt , |ρ| ≤ 1 , t = 1, ... , T, (5.15)

where x1, ... , xT are fixed k × 1 vectors of explanatory variables, β0, β, ρ and σ are unknown
coefficients, ε1, ... , εT are i.i.d. with a continuous distribution (say) which does not depend on
the regression coefficients, and y0 is taken as fixed (i.e., we consider the conditional distribution
of y1, ... , yT given y0). For such a model, there is ample Monte Carlo evidence showing that
usual asymptotic t and F-tests based on generalized least squares (to correct serial correlation) can
be quite unreliable in finite samples, especially when ρ is close to one and for inference about the
intercept coefficient; see, for example, Park and Mitchell (1980) and Miyazaki and Griffiths (1984).
Indeed, if we rewrite the model in the form

yt = β0(1 − ρ) + (xt − ρxt−1)′β + ρyt−1 + εt , t = 1, ... , T, (5.16)

we see that β0 is not identified when ρ = 1. So by the results of Sections 3 and 4, any valid con-
fidence set for β0 must be unbounded with positive probability, and Wald-type tests for hypothesis
on β0 have distributions that will deviate arbitrarily from any uniform approximation. The same
problems will occur even if we impose the restriction |ρ| < 1. For an example of a valid confidence
set for the regression coefficients of the model just discussed (with normal disturbances), see Dufour
(1990).

As a second example, consider inference on a long-run multiplier, which measures the long-run
effect of a permanent unit change of an exogenous variable on some dependent variable. Take the
simple first-order dynamic model:

yt = λyt−1 + x′tβ + εt , |λ| ≤ 1, t = 1, ... , T, (5.17)

where x1, ... , xT , ε = (ε1, ... , εT )′ and y0 are defined as in (5.15). Then the LR multiplier for the
j-the component of xt = (x1t, ... , xkt)′ is βLj = βj/(1 − λ) . Since βLj is a parameter ratio that
becomes undefined (nonidentified) when λ = 1, the problem is similar to the one studied in Section
5.1 and the results of Sections 3 and 4 apply again. For an example of a valid confidence procedure
for βLk, see Dufour and Kiviet (1994).

Thirdly, consider inference on the coefficients of a cointegrating relationship [for reviews, see
Engle and Granger (1991) and Banerjee, Dolado, Galbraith and Hendry (1993)]. It is well known
that such relationships can be uniquely determined only through identification restrictions [see Jo-
hansen and Juselius (1994)]. Difficulties here are quite similar to those met in static simultaneous
equations, but it will be useful to spell them out for a special case.

Take a bivariate time series Xt = (X1t,X2t)′ which follows an autoregressive model of order p
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(p ≥ 1), written in error-correction form:

ΔXt = μ+
p−1∑
j=1

ΓjΔXt−j + ΠXt−p + ut , t = 1, ... , T, (5.18)

where μ is a constant vector, u1, ... , uT are i.i.d. N [0,Σ] with det(Σ) �= 0, and the initial values
X0, ... ,X−p+1 are fixed. By the Engle-Granger representation theorem, X1t and X2t are cointe-
grated if and only if Π can be written Π= δβ′,where δ and β are non-zero vectors of dimension
two. The first step for identifying β is to impose a normalization constraint on β, e.g., by setting its
first component equal to 1 : β = (1 , β1). Then model (5.18) can be rewritten as

ΔXt = μ+
p−1∑
j=1

ΓjΔXt−j + δ(X1,t−p + β1X2,t−p) + ut , t = 1, ... , T , (5.19)

and we see that β1 cannot be identified when δ = 0. The results of Sections 3 and 4 thus apply to
inference about β1. Note δ = 0 corresponds to the usually quite plausible case where X1t and X2t

are not cointegrated and a regression of X1t on X2t would be a “spurious regression”.
Recent simulation experiments (Gonzalo, 1994) have shown that maximum likelihood in a fully

specified error correction model [as suggested by Johansen (1988)] appears to be the best method
for estimating cointegrating vectors. Correspondingly, in the same context, our results suggest that
more reliable tests and confidence sets for cointegrating vectors will be obtained by using LR-type
tests and by building confidence sets through the inversion of such tests.

6. Conclusion

The results presented in this paper have important implications for econometric theory and practice.
First, it is essential to remember that confidence sets should be based on proper pivotal functions,
or at least on boundedly pivotal functions.

Second, the most commonly used method for building confidence sets, which is based on “in-
verting” Wald-type tests, does not rely on proper pivotal functions in situations involving LAU
parameters: standard errors and covariance matrices largely lose their usual interpretation.

Thirdly, asymptotic arguments can be especially misleading in the models studied here. Even
though a Wald-type statistic may be asymptotically pivotal at every point outside the nonidentifica-
tion subset, convergence to the asymptotic distribution has to be arbitrarily slow at points outside
the nonidentification subset (nonuniform convergence). Monte Carlo evidence strongly supporting
this view is available in Dufour and Jasiak (1994), Hall, Rudebusch and Wilcox (1996), and Nelson,
Startz and Zivot (1996).

Fourth, it appears that LR statistics behave relatively smoothly in the presence of identification
problems, so that they have better chances of being boundedly pivotal [for other illustrations of this
phenomenon, see Dufour (1989)]. Indeed, this is not surprising in view of the fact that the likelihood
function is flat on a nonidentification subset. In the context of a standard simultaneous equations
model, we showed explicitly that LR statistics for testing hypothesis about structural coefficients
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are boundedly pivotal, while Wald-type statistics are not. For Monte Carlo evidence showing that
LR-type tests are indeed more reliable in such contexts, see Dufour and Jasiak (1994) and Nelson,
Startz and Zivot (1996).

Fifth, given a valid confidence set for a parameter vector, it is always possible to derive valid
confidence sets for individual elements of the vector, or for any function of this vector, by using
projection methods.

The examples analyzed in Section 5 by no way constitute an exhaustive list of the cases to which
our general results apply. Other cases include: various nonlinear regressions, ARMA models both
univariate and multivariate (e.g., because of common factors problems), inference in “structural”
models derived from dynamic optimization models which are often estimated by the generalized
method of moments, inference about structural change break dates, etc. To keep our exposition
within limits, we emphasized here parametric models, i.e., models for which a finite-dimensional
vector θ completely determines the data generating process. The results of Sections 2-4 however
are sufficiently general to cover nonparametric models. Such models raise even stronger indeter-
minacies and “impossibilities”. For example, on testing unit root hypothesis in time series models
which allow for general forms of serial dependence, Blough (1992) and Cochrane (1991) showed
that any test with level α should have power that does not exceed its level against any stationary
alternative. Our results thus strongly concur with theirs by stressing the importance of finite-sample
considerations for model formulation and inference.

Finally, it is important to remember not all Wald-type tests are problematic: when a Wald-
type statistic is a pivotal function, as occurs for example when testing linear restrictions on the
coefficients of linear regressions, there is no difficulty. The problems discussed above appear in
models which contain LAU parameters. A question of interest here is whether it is possible to
“salvage” Wald-type tests and confidence sets in such cases. We saw above it is totally insufficient to
exclude the regions of the parameter space where the coefficient vector θ or the transformation ψ(θ)
is not identifiable. Whether there is then a practical way of modifying Wald-type procedures remains
doubtful. For example, in models estimated by IV, one may try to find methods for selecting “good”
instruments. However, as the simulation results of Hall, Rudebusch and Wilcox (1996) show, such
procedures do not appear to work and may even make matters worse from the point of view of
test reliability. Further, when it is possible to find alternative procedures that behave “smoothly”
in the presence of identification difficulties (like the Anderson-Rubin procedure in simultaneous
equations), there appears to be little motivation for sticking with Wald-type methods. Accepting the
possibility of an unbounded confidence set for a structural coefficient is simply a matter of logic
and scientific rigour: the data may simply be uninformative about such coefficients. Note this does
not at all mean that the practice of building confidence sets should be abandoned for potentially
unidentified models. Unbounded confidence sets do not necessarily occur for particular data sets
and may indeed be very unlikely: if the data generating process is “far” from those cases where the
structural parameter vector is not identified, we can expect any reasonably powerful confidence
set procedure will yield unbounded confidence sets only with low probability. But unbounded
confidence sets must occur with high probability when the parameters considered are not identified
or are close to be so: the occurrence of such a set may be interpreted as a symptom of the fact that
the parameter cannot be precisely evaluated from the available data.
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A. Appendix: Proofs

PROOF OF PROPOSITION 3.1. For any ψ1 ∈ Ψ0, we can find a sequence (θn)∞n=1 in S(Θ0,Ω1) such
that ψ(θn) = ψ1, ∀n, and Pθn converges weakly to Pθ. Since Cψ(Y ) is a level 1 − α confidence
set for θ ∈ Ω1\Θ0 (Assumption F), we have Pθn [ψ1 ∈ Cψ(Y )] ≥ 1 − α , ∀n . From B, D, F and
the portmanteau theorem for weak convergence [see Billingsley (1968, chapter 1, theorem 2.1)],
we also have: Pθn [ψ1 ∈ Cψ(Y )] −→

n→∞ Pθ[ψ1 ∈ Cψ(Y )], where θ = lim
n→∞θn ∈ Θ0. Then, using

the fact that Pθ is the same for all θ ∈ Θ0 (Assumption C), we see Pθ[ψ1 ∈ Cψ(Y )] = P θ[ψ1 ∈
Cψ(Y )] , ∀θ ∈ Θ0 , and (3.1) follows.

The inequality sup
θ∈ �N(θ)

Pθ[ψ1 ∈ Cψ(Y )] ≥ 1 − α is a direct consequence of (3.1) and the fact

that Ñ(θ) contains all the elements (except possibly a finite number) of any sequence in S(Θ0,Ω1).
To complete the proof, we note that E entails D by the portmanteau theorem for weak convergence
jointly with Scheffé’s theorem [see Billingsley (1968, Appendix II)]. Q.E.D.

PROOF OF PROPOSITION 3.2. To prove (3.3)-(3.4), we shall consider in turn three cases: a) R0 =
0; b) 0 < R0 <∞; c) R0 = ∞ .
a) R0 = 0 The result is obvious since ρU [Cψ(Y ), ψ1] ≥ 0 .
b) 0 < R0 < ∞ For any ε ∈ (0,∞), we can find ψ2 ∈ Ψ0 such that ρ(ψ1, ψ2) ≥ R0 − ε. Since
ψ2 ∈ Cψ(Y ) ⇒ ρU [Cψ(Y ), ψ1] ≥ ρ(ψ2, ψ1) ≥ R0 − ε , where ⇒ is the implication operator, we
see that

Pθ[ρU [Cψ(Y ), ψ1] ≥ R0 − ε] ≥ Pθ[ψ2 ∈ Cψ(Y )] ,∀θ .
Then, for any ε > 0 and θ ∈ Θ0, we see from Proposition 3.1 that

Pθ[ρU [Cψ(Y ), ψ1] ≥ R0 − ε] ≥ 1 − α ,
which entails Pθ[ρU [Cψ(Y ), ψ1] ≥ R0 − εm ] ≥ 1 − α , for any sequence (εm)∞m=1 such that
εm > 0, εm+1 < εm and lim

m→∞εm = 0, hence

Pθ[ρU [Cψ(Y ), ψ1] ≥ R0] ≥ 1 − α , ∀θ ∈ Θ0.
Similarly, for all n and ε > 0, we also have Pθn [ρU [Cψ(Y ), ψ1] ≥ R0 − ε] ≥ Pθn [ψ2 ∈ Cψ(Y )],
hence using again Proposition 3.1,
lim inf
n→∞ Pθn [ρU [Cψ(Y ), ψ1] ≥ R0 − ε] ≥ lim inf

n→∞ Pθn [ψ2 ∈ Cψ(Y )] ≥ 1 − α.

c) R0 = ∞ For any Δ ∈ (0,∞), we can find ψ2 ∈ Ψ0 such that ρ(ψ1, ψ2) ≥ Δ,
hence Pθ[ρU [Cψ(Y ), ψ1] ≥ Δ] ≥ Pθ[ψ2 ∈ Cψ(Y )], ∀θ . Thus, for any Δ > 0 and θ ∈ Θ0,
Pθ[ρU [Cψ(Y ), ψ1] ≥ Δ] ≥ 1 − α, hence

Pθ[ρU [Cψ(Y ), ψ1] = ∞] = Pθ[ρU [Cψ(Y ), ψ1] ≥ R0] ≥ 1 − α, ∀θ ∈ Θ0.
Similarly, Pθn [ρU [Cψ(Y ), ψ1] ≥ Δ] ≥ Pθn [ψ2 ∈ Cψ(Y )],∀Δ > 0,∀n, hence
lim inf
n→∞ Pθn [ρU [Cψ(Y ), ψ1] ≥ Δ] ≥ lim inf

n→∞ Pθn [ψ2 ∈ Cψ(Y )] ≥ 1 − α, ∀Δ ∈ (0,∞).
(3.3) and (3.4) are thus established. (3.5) follows on applying the portmanteau theorem for weak

convergence. Q.E.D.

PROOF OF THEOREM 3.3. Using the Boole-Bonferroni inequality, we first note

Pθ[{ψ1, ψ2} ⊆ Cψ(Y )] ≥ 1 − Pθ[ψ1 /∈ Cψ(Y )] − Pθ[ψ2 /∈ Cψ(Y )] ,∀θ, (A.1)

for any ψ1 , ψ2 ∈ Ψ0. Further, from Proposition 3.1, Pθ[ψi ∈ Cψ(Y )] ≥ 1 − α, i = 1, 2, when
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θ ∈ Θ0, so that Pθ[{ψ1, ψ2} ⊆ Cψ(Y )] ≥ 1 − 2α, ∀θ ∈ Θ0. Now let D1 = D[Ψ0]. To prove
(3.6) and (3.7), we proceed as in the proof of Proposition 3.2 and distinguish again three cases:
a) D1 = 0; b) 0 < D1 <∞; c) D1 = ∞ .
a) D1 = 0 In this case, Pθ[D(Y ) ≥ D1] = Pθ[D(Y ) ≥ 0] ≥ 1 − 2α .
b) 0 < D1 < ∞ For any ε ∈ (0,∞), we can find ψ1, ψ2 ∈ Ψ0 such that ρ(ψ1, ψ2) ≥ D1 − ε .
Then ψ1, ψ2 ∈ Cψ(Y ) ⇒ D[Cψ(Y )] ≥ ρ(ψ1, ψ2) ≥ D1 − ε ⇒ −D[Cψ(Y )] ≥ −D1 + ε , and
using (A.1),

Pθ[−D[Cψ(Y )] ≤ −D1 + ε] ≥ Pθ[{ψ1, ψ2} ⊆ Cψ(Y )] ≥ 1 − 2α,∀θ ∈ Θ0.
Then, by the right continuity of distribution functions,

Pθ[D[Cψ(Y )] ≥ D1] = lim
ε→0+

Pθ[−D[Cψ(Y )] ≤ −D1 + ε] ≥ 1 − 2α , ∀θ ∈ Θ0. Sim-

ilarly, for all n and ε ∈ (0,∞), we also have Pθn [D[Cψ(Y )] ≥ D1 − ε] ≥ Pθn [{ψ1, ψ2} ⊆
Cψ(Y )] ≥ 1 − Pθn [ψ1 /∈ Cψ(Y )] − Pθn [ψ2 /∈ Cψ(Y )] ,∀ε ∈ (0,∞), hence using Proposition
3.1, lim inf

n→∞ Pθn [D[Cψ(Y )] ≥ D1 − ε] ≥ 1 − 2α.

c) D1 = ∞ For any Δ > 0, we can find ψ1, ψ2 ∈ Ψ0 such that ρ(ψ1, ψ2) ≥ Δ. Thus,
Pθ [D[Cψ(Y )] ≥ Δ] ≥ Pθ[{ψ1, ψ2} ⊆ Cψ(Y )] ≥ 1 − 2α , ∀θ ∈ Θ0 . Since the latter inequality
holds for any Δ ∈ (0,∞) however large, we must have:

Pθ [D[Cψ(Y )] ≥ D1] = Pθ [D[Cψ(Y )] = ∞] ≥ 1 − 2α , ∀θ ∈ Θ0.
lim inf
n→∞ Pθn [D[Cψ(Y )] ≥ Δ] ≥ 1 − 2α follows from (A.1) and Proposition 3.1.

Consequently, (3.6)-(3.7) are established. (3.8) follows on applying Proposition 3.2 and noting
D[Cψ(Y )] = ∞ ⇔ ρU [Cψ(Y ), ψ1] = ∞, where ψ1 ∈ Ψ. Q.E.D.

PROOF OF LEMMA 3.5. If Pθ0(A) > 0 , we have:

Pθ(A) =
∫
A dPθ(y) =

∫
A f(y|θ)dy =

∫
A∩�(θ) f(y|θ)dy

≥ ∫
A∩�(θ0) f(y|θ)dy =

∫
A∩�(θ0)

f(y|θ)
f(y|θ0)f(y|θ0)dy > 0

where the last inequality follows on observing that Pθ0(A) =
∫
A∩�(θ0) f(y|θ0)dy > 0 and

f(y|θ)/ f(y|θ0) > 0 for y ∈ A ∩ S(θ0) . Q.E.D.

PROOF OF THEOREM 5.1. The fact that LR(H0) = L(Γ1)/L(Γ0) follows from the invari-
ance of LR test statistics to model reparameterizations [see, for example, Dagenais and Dufour
(1991)] and the observation that model (5.3) is equivalent to H ′

1 [model (5.8) with B ∈ Γ1]
while the hypothesis H0 is equivalent to H ′

0 [model (5.8) with B ∈ Γ0]. Consider now the
hypothesis H00 : B ∈ {B} and H11 : B ∈ M(k,G + 1). H00 is the reduced form model
(5.8) restricted to the single “true” value B = B, while H11 corresponds to a completely un-
restricted reduced form. Under H0, we have {B} ⊆ Γ0 ⊆ Γ1 ⊆ M(k,G + 1), so that
L({B}) ≤ L(Γ0) ≤ L(Γ1) ≤ L (M(k,G+ 1)) and

LR(H0) = L(Γ1)/L(Γ0) ≤ L (M(k,G + 1)) /L({B}) = LR(H00 | H11) ,
where LR(H00 |H11) is the LR statistic for testing H00 against H11. The null distribution of
LR(H00 | H11) is well known from the literature on multivariate statistical analysis, since it is
a monotonic transformation of Wilks Λ statistic with parameters (G + 1, T − k, k). Hence we
have LR(H00 | H11) = Λ−T/2 , where Λ ∼ V1V2 · · ·VG+1 and the variables Vi, i = 1, . . . , G+ 1,
are independent with beta distributions: Vi ∼ Beta

(
T−k−G−1+i

2 , k
2

)
, i = 1, ... , G+ 1; see Rao
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(1973, Chap. 8, pp. 540-541 and 551) or Anderson (1984, Chap. 8). Q.E.D.
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gen Institute, University of Amsterdam.

ENGLE, R. F., AND C. W. J. GRANGER (1991): Long-Run Economic Relationships. Oxford Uni-
versity Press, New York.

FIELLER, E. C. (1954): “Some Problems in Interval Estimation,” Journal of the Royal Statistical
Society, Series B, 16, 175–185.

FISHER, F. M. (1976): The Identification Problem in Econometrics. Krieger Publishing Company,
Huntington (New York).

FISHER, R. (1934): “Two New Properties of Mathematical Likelihood,” Proceedings of the Royal
Society of London A, 144, 285–307.

GLESER, L. J., AND J. T. HWANG (1987): “The Nonexistence of 100(1 − α) Confidence Sets of
Finite Expected Diameter in Errors in Variables and Related Models,” The Annals of Statistics,
15, 1351–1362.

GONZALO, J. (1994): “Five Alternative Methods of Estimating Long-Run Equilibrium Relation-
ships,” Journal of Econometrics, 60, 203–233.

HALL, A. R., G. D. RUDEBUSCH, AND D. W. WILCOX (1996): “Judging Instrument Relevance
in Instrumental Variables Estimation,” International Economic Review, 37, 283–298.

21



HECKMAN, J. J., AND R. ROBB (1986): “Alternative Identifying Assumptions in Econometric
Models of Selection Bias,” in Advances in Econometrics, Volume 5, Innovations in Quantitative
Economics: Essays in Honor of Robert L. Basmann, ed. by D. J. Slottje, and G. F. Rhodes Jr., pp.
243–287. JAI Press, Greenwich, Conn.

HILLIER, G. H. (1990): “On the Normalization of Structural Equations: Properties of Direction
Estimators,” Econometrica, 58, 1181–1194.

HSIAO, C. (1983): “Identification,” in Handbook of Econometrics, Volume 1, ed. by Z. Griliches,
and M. D. Intrilligator, chap. 4, pp. 223–283. North-Holland, Amsterdam.

JOHANSEN, S. (1988): “Statistical Analysis of Cointegrating Vectors,” Journal of Economic Dy-
namics and Control, 12, 231–254.

JOHANSEN, S., AND K. JUSELIUS (1994): “Identification of the Long-Run and the Short-Run
Structure: An Application to the ISLM Model,” Journal of Econometrics, 63, 7–36.

KOSCHAT, M. A. (1987): “A Characterization of the Fieller Solution,” The Annals of Statistics, 15,
462–468.

LEHMANN, E. L. (1986): Testing Statistical Hypotheses, 2nd edition. John Wiley & Sons, New
York.

MADDALA, G. S. (1974): “Some Small Sample Evidence on Tests of Significance in Simultaneous
Equations Models,” Econometrica, 42, 841–851.

MADDALA, G. S., AND J. JEONG (1992): “On the Exact Small Sample Distribution of the Instru-
mental Variable Estimator,” Econometrica, 60, 181–183.

MCMANUS, D. A., J. C. NANKERVIS, AND N. E. SAVIN (1994): “Multiple Optima and Asymp-
totic Approximations in the Partial Adjustment Model,” Journal of Econometrics, 62, 91–128.

MIYAZAKI, S., AND W. E. GRIFFITHS (1984): “The Properties of Some Covariance Matrix Esti-
mators in Linear Models with Autocorrelated Errors,” Economics Letters, 14, 351–356.

NELSON, C. R., AND R. STARTZ (1990a): “The Distribution of the Instrumental Variable Estimator
and its t-ratio When the Instrument is a Poor One,” Journal of Business, 63, 125–140.

(1990b): “Some Further Results on the Exact Small Properties of the Instrumental Variable
Estimator,” Econometrica, 58, 967–976.

NELSON, C. R., R. STARTZ, AND E. ZIVOT (1996): “Valid Confidence Intervals and Inference in
the Presence of Weak Instruments,” Discussion paper, Department of Economics, University of
Washington.

NELSON, F. D., AND N. E. SAVIN (1990): “The Danger of Extrapolating Asymptotic Local Power,”
Econometrica, 58, 977–981.

22



PARK, R. E., AND B. M. MITCHELL (1980): “Estimating the Autocorrelated Error Model with
Trended Data,” Journal of Econometrics, 13, 185–201.

PHILLIPS, P. C. B. (1983): “Exact Small Sample theory in the Simultaneous Equations Model,” in
Handbook of Econometrics, Volume 1, ed. by Z. Griliches, and M. D. Intrilligator, chap. 8, pp.
449–516. North-Holland, Amsterdam.

(1984): “The Exact Distribution of LIML: I,” International Economic Review, 25, 249–261.

(1985): “The Exact Distribution of LIML: II,” International Economic Review, 26, 21–36.

(1989): “Partially Identified Econometric Models,” Econometric Theory, 5, 181–240.

PRAKASA RAO, B. L. S. (1992): Identifiability in Stochastic Models: Characterization of Proba-
bility Distributions. Academic Press, New York.

RAO, C. R. (1973): Linear Statistical Inference and its Applications. John Wiley & Sons, New
York, second edn.

ROTHENBERG, T. J. (1971): “Identification in Parametric Models,” Econometrica, 39, 577–591.

SARGAN, J. D. (1983): “Identification and Lack of Identification,” Econometrica, 51, 1605–1633.

SIMS, C. (1980): “Macroeconomics and Reality,” Econometrica, 48, 1–48.

STAIGER, D., AND J. H. STOCK (1994): “Instrumental Variables Regression with Weak Instru-
ments,” Technical Working Paper 151, N.B.E.R., Cambridge, MA.

23



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


