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ABSTRACT

This paper provides an exhaustive characterization of the asymptotic null distribution of Wald-type statistics for testing restrictions given by polynomial functions – which may involve asymptotic singularities – when the limiting distribution of the parameter estimators is absolutely continuous (e.g., Gaussian). In addition to the well-known finite-sample non-invariance, there is also an asymptotic non-invariance (non-pivotality): with standard critical values, the test may either under-reject or over-reject, and may even diverge under the null hypothesis. The asymptotic distributions of the test statistic can vary under the null hypothesis and depends on the true unknown parameter value. All these situations are possible in testing restrictions which arise in the statistical and econometric literatures, e.g. for examining the specification of ARMA models, causality at different horizons, indirect effects, zero determinant hypotheses on matrices of coefficients, and many other situations when singularity in the restrictions cannot be excluded. We provide the limit distribution and general bounds for the single restriction case. For multiple restrictions, we give a necessary and sufficient condition for the existence of a limiting distribution and the form of the limit distribution whenever it exists.
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1. **Introduction**

We consider the problem of testing \( q \) nonlinear restrictions on a parameter vector \( \theta = (\theta_1, \ldots, \theta_p)' \in \Theta \subseteq \mathbb{R}^p \):

\[
\mathcal{H}_0 : g(\theta) = 0
\]  

(1.1)

where \( g(\theta) = [g_1(\theta), \ldots, g_q(\theta)]' \) is a \( q \times 1 \) vector of polynomial functions and \( q \leq p \). We denote by \( \bar{\theta} \) the “true” parameter vector, so \( g(\bar{\theta}) = 0 \) under \( \mathcal{H}_0 \). Each polynomial \( g_l(\theta) \) has order \( m_l \) in the components of \( \theta \):

\[
g_l(\theta) = \sum_{i=0}^{m_l} \left\{ \sum_{j_1 + \cdots + j_p = i} c_l(j_1, \ldots, j_p) \prod_{k=1}^{p} \theta_j^k \right\}, \quad l = 1, \ldots, q,
\]  

(1.2)

where \( \sum_{j_1 + \cdots + j_p = i} \) represents the sum over all the distinct sets \( \{j_1, \ldots, j_p\} \) such that \( j_1, \ldots, j_p \) are nonnegative integers and \( j_1 + \cdots + j_p = i \) (with the convention \( \theta^0 = 1 \)). \( \mathcal{H}_0 \) defines an algebraic variety \( \Theta_0 \subseteq \mathbb{R}^p \). Further, we suppose that a consistent (typically asymptotically normal) estimator \( \hat{\theta}_T \) of \( \bar{\theta} \) is available (as \( T \to \infty \)), so it is natural to test \( \mathcal{H}_0 \) by using a Wald-type test statistic. On the other hand, a completely specified model (like a likelihood function) may not be available, so other types of tests – such as likelihood ratio (LR) or score-type tests – may not be applicable.

Many statistical problems lead one to consider tests of polynomial restrictions:


4. tests on matrices of coefficients, e.g. for the rank (including singularity), the kernel or the image of such matrices [Gouriéroux, Monfort and Renault (1990, 1993), Robin and Smith (2000), Al-Sadoon (2017)];


6. tests of Granger noncausality restrictions in VARMA models [Boudjellaba, Dufour and Roy (1992, 1994)];
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9. tests on volatility and covolatility in financial time series [Gouriéroux and Jasiak (2013)].

Under standard regularity conditions, the asymptotic distributions of the classical test statistics, such as the likelihood ratio and the Wald-type statistic are $\chi^2_q$, and there is asymptotic (local) equivalence between these tests. In many cases, Wald-type tests are relatively convenient because they allow one to test a wide spectrum of null hypotheses using a single asymptotically normal estimator $\hat{\theta}_T$. This feature may be important when the likelihood function is not available [or is difficult to maximize under the relevant restrictions]. The same remark holds in models estimated by pseudo-likelihood, estimating functions, or generalized method-of-moments (GMM) methods.

Even though Wald-type tests are not generally invariant to equivalent reformulations of the null hypothesis and reparameterizations [Gregory and Veall (1985), Breusch and Schmidt (1988), Phillips and Park (1988), Dagenais and Dufour (1991, 1994), Dufour and Dagenais (1992), Critchley, Marriott and Salmon (1996), Dufour, Trognon and Tuvaandorj (2017)] and tend to be strongly affected by identification problems [Dufour (1997, 2003)], their convenience makes them difficult to avoid in many circumstances. Since Wald-type tests depend crucially on the parameterization considered (which may reflect parameters of interest from a subject-specific viewpoint, such as economic theory), their power also depends on the parameterization, which allows one to achieve relatively high power in the “directions” associated with parameters of interest. In the case of single restrictions ($q = 1$), $t$-type statistics [obtained through the division of a parameter estimate by a “standard error”] may be interpreted as “signed” Wald-type statistics and easily yield one-sided tests: such tests explicitly aim at increasing power in a specific direction.

The standard regularity conditions fail when there are singularities in the algebraic structure of the restrictions. These are characterized by rank deficiency of the Jacobian matrix of the restrictions. For singularities of the type we consider here in Wald-type statistic, Drton (2009) examined likelihood ratio tests using the tools of algebraic statistics. In particular, real algebraic varieties and their tangent cones play a crucial role in describing the asymptotic distribution of the LR statistic. The set $\Theta_0$ in $\mathbb{R}^p$ where several real polynomial functions are zero is called a real algebraic variety, the tangent cone in this case is fully determined by the Jacobian; the rank of the Jacobian matrix at a point determines the dimension of the tangent cone. If it is of full rank at a point $\hat{\theta} \in \Theta_0$, the dimension of the tangent cone is $\text{dim}(\Theta_0)$ and there is no singularity at $\hat{\theta}$. If however there is a rank deficiency at $\hat{\theta}$, the tangent cone at that point has dimension lower than $\text{dim}(\Theta_0)$ and this is a singular point of the real algebraic variety. The limit distributions associated with restrictions (and

---

1For other work on LR statistics in such nonregular contexts, see Chernoff (1954), Ritz and Skovgaard (2005), Azais, Gassiat and Mercadier (2006), Kato and Kuriki (2013).
algebraic varieties) involving such singularities are no longer pivotal and take different forms depending on whether the parameters at which they are evaluated define a regular or a singular point. Moreover, the asymptotic equivalence between the test statistics no longer holds.

For Wald tests, the fact that the asymptotic distribution can be non-standard was pointed out by Sargan (1980), Andrews (1987) and Glonek (1993) for the problem of testing an hypothesis of the form $H_0: \theta_1 \theta_2 = 0$, when $\theta_1 = \theta_2 = 0$. Glonek (1993) also showed that usual critical values based on the $\chi^2_1$ distribution are conservative. More recently, Drton and Xiao (2016) and Pillai and Meng (2016) studied the hypothesis $H_0: \theta_1^{\nu_1} \theta_2^{\nu_2} \cdots \theta_p^{\nu_p} = 0$, and the distribution of the corresponding Wald-type statistic in the special case where $\theta_1 = \theta_2 = \cdots = \theta_p = 0$ and $\nu_1, \ldots, \nu_p$ are positive integers. Note the null hypothesis $H_0$ holds whenever $\bar{\theta}_{i_1} = \cdots = \bar{\theta}_{i_k} = 0$ for some subset $\{i_1, \ldots, i_k\}$ of $\{1, \ldots, p\}$, each of which may entail a different limiting distribution under $H_0$.

This paper establishes a full characterization of the limit distribution of the Wald-type statistic for restrictions defined by polynomials in several variables, when $T^\perp (\hat{\theta}_T - \bar{\theta})$ converges to some asymptotic distribution. For monomial restrictions such as $H_0: \theta_1^{\nu_1} \theta_2^{\nu_2} \cdots \theta_p^{\nu_p} = 0$, our results allow for cases where only a subset of the elements of $(\theta_1, \ldots, \theta_p)'$ are zero. We also derive stochastic dominance results and bounds on critical values. After emphasizing that “anything can happen” (underrejection or overrejection when regular chi-square critical values are used, or even divergence) – even when $T^\perp (\hat{\theta}_T - \bar{\theta})$ is asymptotically Gaussian – we study in turn the case of a single polynomial restriction, and then several restrictions of this type. The fact that these two types of situations lead to qualitatively different results is also underscored.

For the case of a single restriction involving only one term or a quadratic form, Drton and Xiao (2016) provided the form of the limit distribution at a singular point and a generic bound on the distribution. We consider here general polynomials – involving several terms and variables – and provide a detailed form of the limit distribution which explicitly reflects the degree of singularity at any given singular point, together with a more precise bound at such a point. The issue of the non-existence of a unique asymptotic distribution is underscored, while the existence of the uniform bound allows to control test level asymptotically (leading to a possibly conservative test). We show that standard $\chi^2_p$ critical values are uniformly conservative, provided the number of parameters is not too large. Our results also entail that divergence does not occur when only one restriction is tested. Special tighter bounds applicable when the function can be expressed as a product polynomials are also derived. We also observe that some of these bounds remain valid even when the asymptotic covariance matrix of model parameters is not fully known: for so-called “diagonal Wald-type statistics” where some covariances between parameter estimates are (arbitrarily) set to zero, we show that the null distribution of statistics for products of polynomials can be bounded in a surprisingly tight way.

The case of several polynomial restrictions is also fully characterized. The dependence of the limiting distribution of the Wald-type statistic on the unknown true parameter value is even more crucial here. We show that, even under $H_0$, the statistic can diverge to $+\infty$ at a singular point, so no uniform generic bound exists for the Wald-type statistic. Theoretically, the restrictions could be examined to verify whether at some singularity point divergence could actually occur. In any but the most trivial cases of nonlinearity, this is a difficult and cumbersome undertaking. These consid-
erations lead us to conclude that application of the Wald test to any multiple nonlinear restrictions is quite problematic for level control. We thus propose that in such cases one replace the test of multiple restrictions by testing a single restriction that provides an identical algebraic variety. Our results extend those of Gaffke et al. (1999) and Gaffke et al. (2002), which are based on rank assumptions on the Jacobian or Hessian matrices of the restrictions (in the context of testing unconfoundedness) and exclude the possibility that higher-order terms could play a role.

The paper is organized as follows. Section 2 describes the framework considered to study the asymptotic distribution of Wald-type statistics with local singularities. Simple examples illustrating the types of problems which can arise in this context are also presented. Section 3 provides limit results for the case of a single restriction. Section 4 derives bounds for the case of a single restriction. Sections 5 and 6 are devoted to several restrictions: in Section 5, we characterize the limit distribution when it exists, while in Section 6 we give a necessary and sufficient condition for the existence of the limit distribution. Section 7 concludes. The proofs are in the Appendix.

2. Framework

We consider a general probability model where the parameter space is an open subset of $\mathbb{R}^p$. Further, we have consistent parameter estimators whose distribution converges to an absolutely continuous (possibly Gaussian) distribution. Throughout the paper, $\theta = (\theta_1, \ldots, \theta_p)'$ and $\bar{\theta} = (\bar{\theta}_1, \ldots, \bar{\theta}_p)'$ represent $p \times 1$ vectors of fixed real coefficients, $\hat{\theta}_T = (\hat{\theta}_{1T}, \ldots, \hat{\theta}_{pT})'$ is a $p \times 1$ real random vector, and $T$ is an integer such that $T \geq T_0 \geq 1$, and $\frac{p}{T \to \infty}$ represents convergence in probability as $T \to \infty$. Absolute continuity is defined with respect to the Lebesgue measure.

**Assumption 2.1** Estimator Asymptotic Distribution. The sequence $\{\hat{\theta}_T : T \geq T_0\}$ satisfies

$$T^{\frac{1}{2}}(\hat{\theta}_T - \bar{\theta}) \xrightarrow{p} JZ$$

where $J$ is a full-rank $p \times p$ fixed matrix and $Z$ is a $p \times 1$ real random vector. The distributions of $Z$ and $\hat{\theta}_T$ for $T \geq T_0$ are absolutely continuous.

**Assumption 2.2** Convergence of Parameter Covariance Estimator. $\{\hat{V}_T\}$ is a sequence of $p \times p$ full-rank random matrices such that

$$\lim_{T \to \infty} \hat{V}_T = V$$

where $V = JJ'$.

Assumption 2.1 means that $T^{\frac{1}{2}}(\hat{\theta}_T - \bar{\theta})$ has an asymptotic distribution characterized by a (typically unknown) “scaling matrix” $J$ and the distribution of the random vector $Z$. In the important special case where $Z \sim N[0, I_p]$, the asymptotic distribution of $T^{\frac{1}{2}}(\hat{\theta}_T - \bar{\theta})$ is $N[0, JJ']$. The scaling matrix $J$ then determines the asymptotic covariance matrix of $T^{\frac{1}{2}}(\hat{\theta}_T - \bar{\theta})$. $J$ may represent the square root $V^{1/2}$, a lower triangular matrix (the Cholesky factor of $V$), or any other appropriate matrix. The form of $J$ may not be identifiable when $JZ$ is Gaussian, but with non-Gaussian distributions it can correspond to non-trivial distributional assumptions. The multiplicative representation
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JZ allows one to consider cases where the distribution of $Z$ depends on additional nuisance parameters, including random covariance and location parameters. The mean of $Z$ need not be zero. Various non-Gaussian distributions, such as mixtures of normal distributions and spherically symmetric distributions are allowed.

Assumption 2.2 postulates the existence of a consistent estimate $\hat{\theta}_T$ of $V = J^T J$. When $J^T J$ is the asymptotic covariance matrix of $T^{1/2}(\hat{\theta}_T - \theta)$, $\hat{\theta}_T$ is a consistent parameter covariance estimator. More generally, unless stated otherwise, $V$ represents a general positive definite matrix, which may differ from the asymptotic covariance matrix of $T^{1/2}(\hat{\theta}_T - \theta)$.

We define the usual Wald-type test statistic:

$$W_T(\hat{\theta}_T; g, \hat{V}_T) = T g(\hat{\theta}_T)' [G(\hat{\theta}_T) \hat{V}_T G(\hat{\theta}_T)']^{-1} g(\hat{\theta}_T)$$  \hspace{1cm} (2.3)

where $G(\theta) := \frac{\partial g}{\partial \theta}(\theta)$. We study here situations where the matrix $G(\hat{\theta}_T) \hat{V}_T G(\hat{\theta}_T)'$ is nonsingular in finite samples (with probability one), so the Wald-type statistic is well defined with probability one. For the case of a single restriction, we also consider the corresponding Student-type statistic based on dividing $g(\hat{\theta}_T)$ by the usual asymptotic standard error:

$$t_T(\hat{\theta}_T; g, \hat{V}_T) = \frac{T^{1/2} g(\hat{\theta}_T)}{[G(\hat{\theta}_T) \hat{V}_T G(\hat{\theta}_T)']^{1/2}}.$$  \hspace{1cm} (2.4)

$t_T(\hat{\theta}_T; g, \hat{V}_T)$ allows one to perform one-sided tests, while $W_T(\hat{\theta}_T; g, \hat{V}_T)$ yields two-sided tests. The notations $t_T(\hat{\theta}_T; g, \hat{V}_T)$ and $W_T(\hat{\theta}_T; g, \hat{V}_T)$ underscore the fact that these test statistics depend crucially on three arguments: the function $g(\cdot)$, and the “estimates” $\hat{\theta}_T$ and $\hat{V}_T$. When there is no ambiguity, we may write $t_T$ and $W_T$ instead of $t_T(\hat{\theta}_T; g, \hat{V}_T)$ and $W_T(\hat{\theta}_T; g, \hat{V}_T)$. Note that the two statistics $W_T(\hat{\theta}_T; g, \hat{V}_T)$ and $t_T(\hat{\theta}_T; g, \hat{V}_T)$ are invariant to multiplication of $g(\theta)$ by a nonsingular fixed matrix $A$: the test statistics remain the same if we consider the hypothesis $H_0: A g(\theta) = 0$.

Assumptions 2.1 - 2.2 allow one to consider cases where $\hat{V}_T$ does not converge to the asymptotic covariance matrix of $T^{1/2}(\hat{\theta}_T - \theta)$. Indeed, $T^{1/2}(\hat{\theta}_T - \theta)$ may not even possess an asymptotic variance. Since $Z$ is not restricted to follow the $N(0, I_p)$ distribution, $Z$ can be redefined in a way that allows $V$ to differ from the asymptotic covariance matrix. For example, if $T^{1/2}(\hat{\theta}_T - \theta) \xrightarrow{p}{U}$ where $U \sim N(0, \Sigma_0)$ and $\Sigma_0$ is nonsingular, we can can define $Z = J^{-1} U$ where $V = J^T J$. This feature can be useful to allow for alternative variants of the Wald-type statistic whose distribution may be more easily established or bounded. In particular, in Section 4, we will observe that bounds obtain in important cases where the asymptotic covariance matrix of model parameters is not fully known: for diagonal Wald-type statistics where some covariances between parameter estimates are (wrongly) set to zero, the null distribution of statistics for testing products of polynomials can be bounded in a remarkably tight way.

Consider now a $q \times p$ matrix $F(x)$ whose elements are polynomial functions of $x \in \mathbb{R}^p$ [a matrix of polynomials or a polynomial matrix in $x$]. We say that a square polynomial matrix $F(x)$ is nonsingular if its determinant is non-zero a.e. (in $\mathbb{R}^p$). More generally, we say that $F(x)$ has full row rank [or full rank] if $F(x)F(x)^T$ is nonsingular a.e. We define the rank of the $q \times p$ matrix $F(x)$ as the largest dimension of a square nonsingular submatrix.
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The following properties will play an important role in the rest of this paper:

1. a polynomial function is either identically zero or different from zero a.e. [see Caron and Traynor (2005), Mityagin (2015)];

2. since \( \Delta(x) := \det[F(x)F(x)'] \) is a polynomial function, it is non-zero a.e. as long as it is distinct from zero at one point; so, if \( \Delta(x) \neq 0 \) for some \( x \), \( F(x)F(x)' \) is nonsingular a.e.;

3. the determinants of square submatrices of \( F(x) \) are either zero everywhere or non-zero a.e.; thus, if the largest nonsingular submatrix of \( F(x) \) has dimension \( r_F \times r_F \), its determinant is non-zero, and any larger square submatrix have zero determinant everywhere: the rank of \( F(x) \) is constant and equal to \( r_F \) for almost all \( x \in \mathbb{R}^p \).

If a polynomial matrix function has rank \( q \), the matrices formed by the numerical values of the polynomial functions have rank \( q \) a.e. on \( \mathbb{R}^p \). But \( F(x) \) may not have full rank at points in a set of Lebesgue measure zero. If \( F(x) \) has full row rank a.e., its rows must be linearly independent functions (of \( x \)): for \( \lambda \in \mathbb{R}^p \),

\[
\lambda'F(x) = 0 \text{ for all } x \in \mathbb{R}^p \Rightarrow \lambda = 0 .
\]

In this case, we also say that the rows of \( F(x) \) are linearly independent vectors of polynomials (or polynomial vectors). The converse does not however hold: if the rows of \( F(x) \) are linearly independent vectors of polynomials, the rank of \( F(x) \) may be less than \( q \) for all \( x \).

Assumption 2.3 FULL-RANK JACOBIAN MATRIX. The \( q \times p \) polynomial matrix \( \frac{\partial g}{\partial \theta}'(\theta) \) has full rank \( q \) a.e.

Assumptions 2.2 and 2.3 ensure the existence of the Wald-type statistic with probability one. However, it does not preclude the presence of singularities, which are defined as follows.

Definition 2.1 SINGULARITY. If Assumption 2.3 holds and \( g(\bar{\theta}) = 0 \), but \( \frac{\partial g}{\partial \theta}'(\bar{\theta}) \) does not have full rank, we say that \( \bar{\theta} \) is a singularity (or a singular point) of the null hypothesis \( \mathcal{H}_0 : g(\theta) = 0 \).

When \( Z \sim \mathcal{N}(0, I_p) \), the standard asymptotic \( \chi^2_q \) distribution holds as long as the matrix \( \frac{\partial g}{\partial \theta}'(\bar{\theta}) \) has rank \( q \). But this distributional result may not hold when \( \bar{\theta} \) is a singular point. We will now discuss a number of simple examples which show that “anything can happen”.

Singular points do not occur with linear restrictions, i.e. when \( g(\theta) = A\theta - a \). If \( \frac{\partial g}{\partial \theta}' = A \) has full rank \( q \), there is no rank deficiency at any \( \theta \), hence no singularity. If \( \text{rank}(A) < q \), then \( \frac{\partial g}{\partial \theta}' \) has the same reduced rank everywhere, and we can use a generalized inverse [Andrews (1987)], so there is no singularity (as defined above) in this case.

In the examples below, we consider nonlinear restrictions with \( T^{1/2}(\hat{\theta}_T - \bar{\theta}) \frac{p}{T \to \infty} Z \sim \mathcal{N}(0, V) \). Unless stated otherwise, we take \( J = V = \hat{V}_T = I_p \) in these examples. Details on the derivations are available in the Appendix A.
Example 2.1 Asymptotic distribution depends on the form of the restriction. Consider the two (equivalent) null hypotheses: (i) $\theta_1 = 0$, and (ii) $\theta_1^2 = 0$. In case (i), we have $g(\theta) = \theta_1$ and the asymptotic distribution of the Wald-type statistic $W_T(\hat{\theta}_T; g, \hat{V}_T)$ is $\chi_1^2$ under $\mathcal{H}_0$. In case (ii), the asymptotic null distribution of $W_T(\hat{\theta}_T; g, \hat{V}_T)$ is $\frac{1}{4} \chi_1^2$. Thus, using the usual $\chi_1^2$ asymptotic distribution in case (ii) would lead to underrejections under $\mathcal{H}_0$ in large samples (asymptotically conservative tests).

Example 2.2 Non-pivotal but conservative Wald-type statistic. Let $g(\theta) = \theta_1 \theta_2$. If either $\theta_1$ or $\theta_2$ is non-zero the limiting distribution is $\chi_1^2$. When $\theta_1 = \theta_2 = 0$,

$$W_T(\hat{\theta}_T; g, \hat{V}_T) \xrightarrow{p} \frac{Z_1^2 Z_2^2}{Z_1^2 + Z_2^2}.$$  \hfill (2.6)

In the latter case, the limit distribution here is not chi-square [Andrews (1987)], but is given by the $\frac{1}{4} \chi_1^2$ distribution [Glonek (1993), Drton and Xiao (2016), Pillai and Meng (2016)]. Thus the limit distribution is not pivotal for the null hypothesis $\theta_1 \theta_2 = 0$, but the $\chi_1^2$ distribution provides a uniformly valid bound asymptotically.

Example 2.3 Five asymptotic distributions. Let $g(\theta) = \theta_1 \theta_2 \theta_3$ and $\hat{V}_T = V$, where $V = JJ' = [\sigma_{ij}]_{i,j=1,2,3}$ is a general positive definite matrix, $X = JZ$, and $Z \sim N(0, I_3)$. Under $\mathcal{H}_0$, we have $\hat{\theta} = (\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3)'$ where at least one $\hat{\theta}_i$ is equal to zero. Then, the asymptotic distribution (under $\mathcal{H}_0$) depends on the number of zero coefficients:

$$W_T(\hat{\theta}_T; g, \hat{V}_T) \xrightarrow{p} X_i^2 / \sigma_{ii} \sim \chi_1^2 \text{ if } \theta_i = 0 \text{ and } \theta_j \neq 0 \text{ for } j \neq i
$$

$$W_T(\hat{\theta}_T; g, \hat{V}_T) \xrightarrow{p} W_i \text{ if } \theta_i \neq 0 \text{ and } \theta_j = 0 \text{ for } j \neq i, \ 1 \leq i \leq 3$$ \hfill (2.7)

$$W_T(\hat{\theta}_T; g, \hat{V}_T) \xrightarrow{p} W_0 \text{ if } \theta_1 = \theta_2 = \theta_3 \neq 0$$

where

$$W_1 = \frac{X_2^2 X_3^2}{\Delta_1}, \quad W_2 = \frac{X_1^2 X_3^2}{\Delta_2}, \quad W_3 = \frac{X_1^2 X_2^2}{\Delta_3}, \quad W_0 = \frac{X_1^2 X_2^2 X_3^2}{\Delta_0},$$ \hfill (2.8)

$$\Delta_1 = \sigma_{22} X_3^2 + \sigma_{33} X_2^2 + 2\sigma_{23} X_2 X_3, \quad \Delta_2 = \sigma_{11} X_3^2 + \sigma_{33} X_1^2 + 2\sigma_{13} X_1 X_3, \quad \Delta_3 = \sigma_{11} X_2^2 + \sigma_{22} X_1^2 + 2\sigma_{12} X_1 X_2, \quad \Delta_0 = G_0 V G_0'$$ \hfill (2.9)

In this case, five different asymptotic distributions are possible. This example shows that the asymptotic distribution depends on $V$. Further, if $V = I_3$, we still have three different asymptotic distributions.

Example 2.4 Oversized test. Consider $g(\theta) = \theta_1^2 + \cdots + \theta_p^2$. Then the limit distribution is $\frac{1}{4} \chi_p^2$. If $p$ is large enough, $\chi_1^2$ critical values lead to overrejections.

Example 2.5 Asymptotic non-equivalence of Wald and LR tests. Consider $g(\theta) = \theta_1^2 + \theta_1^3 - \theta_2^2$. If $\hat{\theta} = 0$, then $g(\hat{\theta}) = 0$ and the limit distribution of the $W_T(\hat{\theta}_T; g, \hat{V}_T)$ statistic is $\frac{1}{4} \chi_1^2$. On the other hand, the asymptotic distribution of the LR statistic is given by the distribution of the
minimum of two independent $\chi^2_1$; see Drton (2009, Example 1.1). Thus the two limit distributions are different.

**Example 2.6 Divergence under $\mathcal{H}_0$.** Suppose that $q=2$ and $g(\theta) = [\theta_1^2, \theta_1 \theta_2]^T$. Then,

$$W_T(\hat{\theta}_T; g, \hat{\mathcal{V}}_T) = T \frac{4\hat{\theta}_1^2 + \hat{\theta}_2^2}{16}. \quad (2.11)$$

(i) If $\bar{\theta}_1 = \bar{\theta}_2 = 0$, the asymptotic distribution is $\frac{1}{4} Z_1^2 + \frac{1}{16} Z_2^2$. This is a linear combination of two independent $\chi^2_1$, bounded by $\frac{1}{4} \chi^2_2$. (ii) However, if $\bar{\theta}_1 = 0$ and $\bar{\theta}_2 \neq 0$, the null hypothesis also holds, but the Wald-type statistic diverges to $+\infty$ as $T \to \infty$.² In Section 3, we show that divergence cannot happen in the case of one restriction.

3. The case of a single restriction

In this section, we focus on the case where only one restriction is tested ($q=1$). Then, $\bar{\theta}$ is a singular point if and only if

$$G(\bar{\theta}) = \frac{\partial g}{\partial \theta'}(\bar{\theta}) = 0 \quad (3.1)$$

where $G(\bar{\theta})$ is a $1 \times p$ row vector. It will be useful to reexpress the polynomial $g(\cdot)$ in terms of the difference $\theta - \bar{\theta}$:

$$g(\theta) = \sum_{i=0}^{m} g[\theta - \bar{\theta}; i, \bar{\theta}] \quad (3.2)$$

where

$$g[x; i, \bar{\theta}] = \sum_{j_1 + \cdots + j_p = i} c(j_1, \ldots, j_p; \bar{\theta}) \prod_{k=1}^{p} x_k^{j_k}, \quad x = (x_1, \ldots, x_p)' \in \mathbb{R}^p. \quad (3.3)$$

By convention, we set $0^0 = 1$.

When $\bar{\theta}$ satisfies the null hypothesis ($\mathcal{H}_0$), we must have:

$$g[x; 0, \bar{\theta}] = c_0(0, \ldots, 0; \bar{\theta}) = 0. \quad (3.4)$$

Of course, other coefficients could be zero, and in fact it is possible that all the coefficients $c(j_1, \ldots, j_p; \bar{\theta})$ with $j_1 + \cdots + j_p \leq i$ be zero for some $i$. If this happens for $i > 1$, then $\frac{\partial g}{\partial \theta'}(\bar{\theta}) = 0$ and $\bar{\theta}$ is a singular point of $g(\theta)$. Let us denote by $s(\bar{\theta})$ the integer that satisfies

$$s(\bar{\theta}) = \min \{ i : c(j_1, \ldots, j_p; \bar{\theta}) \neq 0 \text{ for some } (j_1, \ldots, j_p) \text{ with } \sum_{k=1}^{p} j_k = i \}. \quad (3.5)$$

In other words, under $\mathcal{H}_0$, the lowest degree term in the centered form of $g(\theta)$ [in (3.2)] has degree

²The polynomials in the restrictions of this example form a Grobner basis of the algebraic variety. This demonstrates that rewriting restrictions in the Grobner basis form does not solve the problem of divergence.
3. **THE CASE OF A SINGLE RESTRICTION**

Note also that

\[ s(\bar{\theta}) = \min\{i : g[\theta - \bar{\theta}; i, \bar{\theta}] \neq 0 \text{ for some } \theta \} \geq 1 \quad (3.6) \]

where the inequality is entailed by the full-rank Assumption 2.3. If \( s(\bar{\theta}) = 1 \), \( \bar{\theta} \) is a regular point; if \( s(\bar{\theta}) > 1 \), \( \bar{\theta} \) is a singular point. Consequently, we call

\[ \gamma(\bar{\theta}) := s(\bar{\theta}) - 1 \quad (3.7) \]

the singularity order at \( \bar{\theta} \). We focus here on cases where the singularity order is larger than zero \( [\gamma(\bar{\theta}) > 0] \): \( \bar{\theta} \) is a singular point if and only if \( \gamma(\bar{\theta}) > 0 \).

Let us gather all the polynomials corresponding to this lowest degree, and define

\[ \bar{g}(\theta - \bar{\theta}) := g[\theta - \bar{\theta}; s(\bar{\theta}), \bar{\theta}] = \sum_{j_1 + \ldots + j_p = s(\bar{\theta})} c(j_1, \ldots, j_p; \bar{\theta}) \prod_{k=1}^{p} (\theta_k - \bar{\theta}_k)^{j_k} . \quad (3.8) \]

\( s(\bar{\theta}) \) and \( \bar{g}(\theta) \) depend on the value of \( \bar{\theta} \) and may not be the same for different values of \( \bar{\theta} \), even when the latter satisfies \( H_0 \). The function \( g[\theta - \bar{\theta}; s(\bar{\theta}), \bar{\theta}] \) is homogeneous of degree \( s(\bar{\theta}) \) in \( \theta - \bar{\theta} \).

When \( g(\bar{\theta}) = 0 \), we can write:

\[ g(\theta) = \bar{g}(\theta - \bar{\theta}) + \bar{r}(\theta - \bar{\theta}), \quad (3.9) \]

\[ \bar{r}(\theta - \bar{\theta}) = \sum_{i = s(\bar{\theta}) + 1}^{m} g[\theta - \bar{\theta}; i, \bar{\theta}] . \quad (3.10) \]

Set

\[ \bar{G}(x) = \frac{\partial g[x; s(\bar{\theta}), \bar{\theta}]}{\partial x'}, \quad x \in \mathbb{R}^p. \quad (3.11) \]

Using the Euler formula for homogeneous polynomials of degree \( s(\bar{\theta}) \geq 1 \), we get the following identity:

\[ \bar{g}(x) = \frac{1}{s(\bar{\theta})} \bar{G}(x)x \quad (3.12) \]

where \( \bar{G}(x) \) is a \( 1 \times p \) row vector. Each element of \( \bar{G}(x) \) is a homogenous polynomial of degree \( s(\bar{\theta}) - 1 \) [including possibly zeros]. Note the zero constant function is interpreted as a polynomial of degree zero (like any other constant function) and it is homogeneous of any degree. The main result of this section is the following theorem, where \( \| \cdot \|^2 \) represents the Euclidean norm (so \( \| \cdot \|^2 = xx' \) when \( x \) is a row vector).

**Theorem 3.1** **ASYMPTOTIC DISTRIBUTION OF WALD STATISTICS: ONE RESTRICTION.** Suppose the Assumptions 2.1, 2.2 and 2.3 hold. If \( g(\theta) \) is a polynomial function of \( \theta \) as given in (1.1) - (1.2) with \( q = 1 \), and if the true unknown value \( \bar{\theta} \) satisfies \( g(\bar{\theta}) = 0 \), then the Student-type
3. THE CASE OF A SINGLE RESTRICTION

The statistic $t_T(\hat{\theta}; g, \hat{V}_T)$ defined in (2.4) converges in probability to

$$t(\hat{\theta}; g, J) = \frac{1}{1 + \gamma(\hat{\theta})} \frac{\tilde{G}^*(Z)Z}{[\tilde{G}^*(Z) \tilde{G}^*(Z)']^{1/2}} = \frac{1}{1 + \gamma(\hat{\theta})} \frac{\tilde{G}^*(Z)Z}{\|\tilde{G}^*(Z)\|}$$

(3.13)

and the Wald-type statistic $W_T(\hat{\theta}; g, \hat{V}_T)$ in (2.3) converges in probability to

$$W(\hat{\theta}; g, J) = t(\hat{\theta}; g, J)^2 = \frac{1}{[1 + \gamma(\hat{\theta})]^2} \frac{[\tilde{G}^*(Z)Z]^2}{\|\tilde{G}^*(Z)\|^2}$$

(3.14)

where $\tilde{G}^*(Z) = \tilde{G}(JZ)J$, with $\gamma(\hat{\theta})$ and $\tilde{G}(\cdot)$ defined in (3.7) and (3.11).

From Theorem 3.1, it is clear that the asymptotic distributions of $t_T(\hat{\theta}; g, \hat{V}_T)$ and $W_T(\hat{\theta}; g, \hat{V}_T)$ depend on nuisance parameters: the scaling matrix $J$, the unknown value of $\hat{\theta}$ [through $s(\theta)$ and the coefficients $c(j_1, \ldots, j_p; \hat{\theta})$] and the distribution of $Z$ (if it is not specified). These limit distributions are identical to those of the “pseudo test statistics”

$$\bar{t}_T(\hat{\theta}; g, V) = T^{1/2} \tilde{g}(\hat{\theta}_T - \theta) \left[\tilde{G}(\hat{\theta}_T - \theta) V \tilde{G}(\hat{\theta}_T - \theta)'\right]^{1/2},$$

(3.15)

$$\bar{W}_T(\hat{\theta}; g, V) = T \tilde{g}(\hat{\theta}_T - \theta) \left[\tilde{G}(\hat{\theta}_T - \theta) V \tilde{G}(\hat{\theta}_T - \theta)'ight]^{-1} \tilde{g}(\hat{\theta}_T - \theta)$$

(3.16)

where $V = JJ'$, for testing the “pseudo hypothesis”

$$\mathcal{H}_0: \tilde{g}(\theta - \theta) = 0$$

(3.17)

instead of $\mathcal{H}_0: g(\theta) = 0$. Of course, $\bar{t}_T$ and $\bar{W}_T$ cannot be computed in practice, because $\hat{\theta}$ is typically unknown. However, the latter interpretation underscores the dependence of the null distributions on the unknown true parameter value $\theta$. Note also that the components of $\tilde{G}(x)$ and $\tilde{G}^*(x)$ are homogeneous of degree $\gamma(\hat{\theta})$. In regular cases, we have $\gamma(\hat{\theta}) = 0$, so $\tilde{G}^*(Z)$ is a non-zero constant vector. Further, if $Z \sim N(0, I_p)$, we have: $t(\hat{\theta}; g, V) \sim N(0, 1)$ and $W(\hat{\theta}; g, V) \sim \chi^2_p$.

If the distribution of $Z$ is symmetric with respect to zero [$Z \sim -Z$] and $s(\hat{\theta})$ is an odd integer [$s(\hat{\theta}) = 1, 3, 5, \ldots$], the distribution of $t(\hat{\theta}; g, V)$ is symmetric around zero. Further, when $Z$ is Gaussian, or more generally, if $Z$ has a spherically symmetric distribution, it is possible to represent $t(\hat{\theta}; g, V)$ and $W(\hat{\theta}; g, V)$ as products of independent variables.

**Theorem 3.2** FACTORIZATION OF WALT-TYPE STATISTICS: ONE RESTRICTION. Under the
Clearly, $\text{P}(U)$ distribution as $\chi^2$ in the bound $\chi$, and $U$ follows a uniform distribution on the unit sphere in $\gamma$. This representation may be convenient for simulating the distribution of the limit statistic. In regular conditions of Theorem 3.1,

$$t(\hat{\theta}; g, J) = \frac{1}{1 + \gamma(\hat{\theta})} \frac{\hat{\theta}^* U}{\|\hat{\theta}^* U\| \|Z\|},$$

$$W(\hat{\theta}; g, J) = \frac{1}{1 + \gamma(\hat{\theta})^2} \frac{[\hat{\theta}^* U]^2}{\|\hat{\theta}^* U\|^2 \|Z\|^2},$$

where $U = Z/\|Z\|$. If $Z$ follows a spherically symmetric distribution, then $U$ and $\|Z\|$ are independent, and $U$ follows a uniform distribution on the unit sphere in $\mathbb{R}^p$.

The factorization result in Theorem 3.2 shows that the limit $t$–type and Wald-type statistics can be represented as a product of three factors: the first one is a function of the singularity order at $\hat{\theta}$, the second one $\hat{\theta}^* U / \|\hat{\theta}^* U\|$ represents the orientation of the random vector $Z$, and the third one given by the norm $\|Z\|$ (or its square). If the distribution of $Z$ is spherically symmetric, the factors are independent and $U$ is uniformly distributed on the unit sphere in $\mathbb{R}^p$. If $Z \sim N(0, I_p)$ then $\|Z\|^2 \sim \chi^2_p$, but for non-Gaussian $Z$ the distribution of $\|Z\|^2$ could be fat-tailed (or thin-tailed). This representation may be convenient for simulating the distribution of the limit statistic. In regular cases, $\gamma(\hat{\theta}) = 0$ and $\hat{\theta}^* (Z) = c'$ is a non-zero row vector of constants, so $\hat{\theta}^* (U) = c'$ and

$$\hat{\theta}^* U \|Z\| = \frac{c' Z / \|Z\| \|Z\|}{\|c\| \|c\|} = \frac{c' Z}{\|c\|};$$

if $Z \sim N(0, I_p)$, we have $t(\hat{\theta}; g, V) \sim N(0, 1)$ and $W(\hat{\theta}; g, V) \sim \chi^2_1$, as expected.

It is important to note that $\theta$ may not represent all the parameters of the model, only those involved in the restrictions of interest or (regular) transformations of these. For example, suppose the original parameter vector of the model is a $p_0 \times 1$ vector $\theta$, with parameter estimate $\hat{\theta}_T$ such that

$$T^{\frac{1}{2}}(\hat{\theta}_T - \bar{\theta}) \overset{p}{\underset{T \to \infty}{\xrightarrow{d}}} Z_0 \sim N[0, \Sigma_0], \quad \det(\Sigma_0) \neq 0,$$

and $\theta = C\beta$ where $C$ is a full-rank $p \times p_0$ fixed matrix with $1 \leq p < p_0$; $\overset{d}{\underset{T \to \infty}{\xrightarrow{}}}$ means convergence in distribution as $T \to \infty$. We can then take $\hat{\theta}_T = C\hat{\beta}_T$, $\bar{\theta} = C\bar{\beta}$, and

$$T^{\frac{1}{2}}(\hat{\theta}_T - \bar{\theta}) \overset{p}{\underset{T \to \infty}{\xrightarrow{}}} CZ_0 \sim N[0, V] \text{ where } V = C\Sigma_0 C', \quad (3.22)$$

Clearly, $p$ can be much smaller than $p_0$, and $p$ is the relevant degree-of-freedom number to be used in the bound $\chi^2_p / [1 + \gamma(\hat{\theta})^2]$. Similarly, suppose $g(\theta)$ has the form

$$g(\theta) = g_1(C_1 \theta) \quad (3.23)$$

where $C_1$ is a $p_1 \times p$ full-rank matrix ($1 \leq p_1 \leq p$), e.g. the subvector $\theta_1 = C_1 \theta$ of $\theta = (\theta_1^T, \theta_2^T)^T$. In other words, the restrictions can be expressed in terms of the linear parameter transformation...
4. Bounds for Wald tests of a single restriction

\[ \theta_1^* = C_1 \theta: \quad \mathcal{H}^*_0: g_1(\theta_1^*) = 0. \]  

(3.24)

On setting \( \hat{\theta}_1^* = C_1 \hat{\theta} \) and \( \bar{\theta}_1^* = C_1 \bar{\theta} \), the \( t \) and Wald-type statistics for testing \( \mathcal{H}^*_0 \) are then \( t_T(\hat{\theta}_1^*; g_1, C_1 \hat{V}_T C_1) \) and \( W_T(\hat{\theta}_1^*; g_1, C_1 \hat{V}_T C_1) \). Theorem 3.1 entails that this Wald-type statistic converges in probability (under \( \mathcal{H}^*_0 \)) to

\[
t(\bar{\theta}_1^*; g_1, C_1 J) = \frac{1}{1 + \gamma_1(\bar{\theta}_1^*)} \frac{\hat{G}_1(Z)Z}{||\hat{G}_1(Z)||},
\]

(3.25)

\[
W(\bar{\theta}_1^*; g_1, C_1 J) = t(\bar{\theta}_1^*; g_1, C_1 J)^2,
\]

(3.26)

where \( \gamma_1(\bar{\theta}^*_1) \) is the singularity order of \( g_1 \) at \( \bar{\theta}^*_1 \) [which only depends on \( \bar{\theta}^*_1 \)], \( \hat{G}_1(Z) = \hat{G}_1(C_1 J Z) C_1 J \), and

\[
\hat{G}_1(x_1) = \frac{\partial g_1(x_1; s(\bar{\theta}^*_1), \bar{\theta}^*_1)}{\partial x_1}, \quad x_1 \in \mathbb{R}^{n_1}.
\]

(3.27)

Here the distribution of the test statistic only depends on \( g_1 \), the \( p_1 \times 1 \) parameter \( \bar{\theta}^*_1 \), and the \( p_1 \times 1 \) random vector \( C_1 J Z \), rather than the higher-dimensional \( p \times 1 \) vectors \( \bar{\theta} \) and \( J Z \).

Another important invariance case is the one where \( g(\theta) \) can be represented as the product of polynomials:

\[ g(\theta) = h_1(\theta) h_2(\theta) \]

(3.28)

where \( h_1(\theta) \) and \( h_2(\theta) \) are polynomials. Suppose \( h_2(\bar{\theta}) = c \neq 0 \), i.e. the centered polynomial \( h_2(\theta) \) expressed as a function of \( \theta - \bar{\theta} \) [as in (3.2)] has a non-zero constant term \( s(\bar{\theta}) = 0 \). Consequently, the coefficients of \( h_2(\theta) \) only contribute to higher-order terms of the polynomial \( \tilde{g}(\theta - \bar{\theta}) \) [in (3.8)], so the asymptotic null distributions of the \( t_T(\bar{\theta}_T; g, \hat{V}_T) \) and \( W_T(\bar{\theta}_T; g, \hat{V}_T) \) statistics only depend on \( h_1(\theta) \):

\[
t(\bar{\theta}; g, J) = t(\bar{\theta}; h_1, J), \quad W(\bar{\theta}; g, J) = W(\bar{\theta}; h_1, J).
\]

(3.29)

If furthermore \( h_1(\theta) \) only depends on \( \theta_1^* = C_1 \theta \) as in (3.23), i.e.

\[ h_1(\theta) = h_1^*(C_1 \theta), \]

(3.30)

(3.26) entails that

\[
t(\bar{\theta}; g, J) = t(\bar{\theta}_1^*; h_1^*(C_1 J), \quad W(\bar{\theta}; g, J) = W(\bar{\theta}_1^*; h_1^*, C_1 J).
\]

(3.31)

4. Bounds for Wald tests of a single restriction

Despite the fact that the asymptotic null distributions of \( t_T(\bar{\theta}_T; g, \hat{V}_T) \) and \( W_T(\bar{\theta}_T; g, \hat{V}_T) \) generally depend on several nuisance parameters, it is of interest to note that these distributions are bounded by nuisance-parameter-free distributions. In this section, we give “universal bounds” which hold for general polynomials irrespective of the singularity order. We also examine cases where the restriction function involves a product of differentiable functions or polynomials. In such cases, the
universal bound can be tightened.

4. Universal bounds

We first give general bounds applicable to general polynomials of any order.

Theorem 4.1 Bounds for single-restriction Wald statistics. Under the conditions of Theorem 3.1, the following properties hold.

(i) If $\gamma(\tilde{\theta}) = 0$ [i.e., $\tilde{\theta}$ is not a singularity point of $g(\theta)$],

$$|t(\tilde{\theta}; g, V)| \leq |\tau(\tilde{\theta})Z| \leq \|Z\|, \quad W(\tilde{\theta}; g, V) = [\tau(\tilde{\theta})Z]^2 \leq \|Z\|^2, \quad (4.1)$$

where $\tau(\tilde{\theta}) = \tilde{G}(Z)/\|\tilde{G}(Z)\|$ is a $p \times 1$ unit-norm fixed vector; if furthermore $Z \sim N(0, I_p)$, we have $\tau(\tilde{\theta})Z \sim N(0, 1)$ and $W(\tilde{\theta}; g, V) \sim \chi^2_1$.

(ii) If $\gamma(\tilde{\theta}) \geq 1$,

$$|t(\tilde{\theta}; g, V)| \leq \frac{1}{1 + \gamma(\tilde{\theta})} \|Z\| \leq \frac{1}{2} \|Z\| \leq \|Z\|, \quad (4.2)$$

$$W(\tilde{\theta}; g, V) \leq \frac{1}{[1 + \gamma(\tilde{\theta})]^2} \|Z\|^2 \leq \frac{1}{4} \|Z\|^2 \leq \|Z\|^2. \quad (4.3)$$

(iii) If $Z \sim N(0, I_p)$, we have: for all $y \geq 0$,

$$\mathbb{P}[|t(\tilde{\theta}; g, V)| > y] \leq \max\{\mathbb{P}[|Z_0| > y], \mathbb{P}[\chi^2_p / 2 > y]\}, \quad (4.4)$$

$$\mathbb{P}[W(\tilde{\theta}; g, V) > y] \leq \max\{\mathbb{P}[\chi^2_1 > y], \mathbb{P}[\chi^2_p / 4 > y]\}, \quad (4.5)$$

where $Z_0 \sim N(0, 1)$ and $\chi^2_p \sim (\chi^2_p)^{1/2}$.

In all cases where $T^2_1(\hat{\theta}_T - \tilde{\theta})$ is asymptotically Gaussian, the asymptotic distribution of the Wald-type statistic $W_T(\hat{\theta}_T; g, \hat{V}_T)$ is dominated by $\chi^2_p/[1 + \gamma(\tilde{\theta})]^2$ distribution. In Example 2.4 with $\gamma(\tilde{\theta}) = 1$, this bound is sharp. In singular cases $[\gamma(\tilde{\theta}) \geq 1]$, the bound $\chi^2_p / 4$ is thus applicable irrespective of $\tilde{\theta}$ and $\gamma(\tilde{\theta})$. When $\tilde{\theta}$ may or may not be regular, valid (possibly conservative) asymptotic $p$-values can be obtained by computing $p_{\max}[W_T(\hat{\theta}_T; g, \hat{V}_T)]$ with

$$p_{\max}[y] = \max\{\mathbb{P}[\chi^2_1 > y], \mathbb{P}[\chi^2_p / 4 > y]\}, \quad y \in \mathbb{R}. \quad (4.6)$$

The critical region $p_{\max}[W_T(\hat{\theta}_T; g, \hat{V}_T)] \leq \alpha$ has level $\alpha$ (or lower) asymptotically, irrespective of the singularity order of $\tilde{\theta}$ ($0 < \alpha < 1$).

Theorem 4.1 shows that, for a given level, standard (regular) critical values can be conservative in non-standard cases, for dominance by the standard distribution is required only in the tail and not everywhere. The following proposition shows that there exists $\bar{\alpha}$ such that $\alpha \leq \bar{\alpha}$ and $p_{\max}[y] \leq \alpha$ entails $\mathbb{P}[\chi^2_1 > y] \leq \alpha$, for all $y$. In other words, the $\chi^2_1$ critical value leads to a conservative test.
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Table 1

<table>
<thead>
<tr>
<th>Test level</th>
<th>0.1</th>
<th>0.05</th>
<th>0.025</th>
<th>0.01</th>
<th>0.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \chi_1^2 ) critical value</td>
<td>2.706</td>
<td>3.841</td>
<td>5.024</td>
<td>6.635</td>
<td>10.828</td>
</tr>
<tr>
<td>( p_{\text{max}} ) for conservative test</td>
<td>6</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>18</td>
</tr>
</tbody>
</table>

at level \( \alpha \). The proposition is somewhat more general in that it derives tail dominance for scaled \( \chi^2 \) distributions for various degrees of freedom: in addition to examining critical values for Wald tests of one restriction, it can also be applied to Wald statistics for testing several restrictions. We can compare the critical values for \( \chi^2_{\eta}/\zeta_{\eta} \) and for \( \chi^2_{\rho}/\zeta_{\rho} \) with \( \eta \leq \rho \) and \( \zeta_{\rho} \geq \zeta_{\eta} \). Without loss of generality, we take \( \zeta_{\eta} = 1 \) and \( \zeta_{\rho} = \zeta > 1 \).

**Proposition 4.2** TAIL CROSSING OF DIFFERENT CHI-SQUARE DISTRIBUTIONS. Let \( p \) and \( q \) be two positive integers, \( \zeta > 1 \), and \( 0 < \bar{\alpha} < 1 \). If \( \bar{\alpha} \) is small enough, there always exists \( \bar{y} > 0 \) such that \( \mathbb{P}[\chi^2_{\rho}/\zeta > \bar{y}] = \bar{\alpha} \) and

\[
\mathbb{P}[\chi^2_{\eta} > y] \geq \mathbb{P}[\chi^2_{\rho}/\zeta > y] \quad \text{for } y \geq \bar{y}.
\] (4.7)

The latter proposition entails that, whenever \( \zeta > 1 \), the \( \chi^2_{\rho}/\zeta \) distribution is dominated by the \( \chi^2_{\eta} \) distribution in the upper tail, irrespective of the values of \( p \) and \( q \) (even if \( q < p \)). Consequently, for \( y \geq \bar{y} \), \( \mathbb{P}[\chi^2_{\eta} > y] \leq \bar{\alpha} \) implies \( \mathbb{P}[\chi^2_{\rho}/\zeta > y] \leq \bar{\alpha} \). When the test statistic follows a \( \chi^2_{\rho}/\zeta \) distribution, critical values based on a non-scaled \( \chi^2_{\eta} \) distribution can be conservative.

Table 1 shows when \( \chi^2_{1} \) critical values are conservative at different levels. For example, at level 0.05, the usual \( \chi^2_{1} \) critical value is conservative as long as the number of parameters does not exceed 7. In Table 2, we provide critical values for \( 1 \leq p \leq 20 \) at standard significance levels (\( \alpha = 0.1, 0.05, 0.025, 0.01, 0.001 \)). We see from the latter table that the bound grows slowly with the number of parameters.

As observed in (3.21) - (3.26), \( \theta \) may represent all the parameters in a model, only those involved in the restriction tested. If the latter can be formulated in terms of a relatively small number of parameter transforms, tighter bounds can be achieved. For similar observations on testing nonlinear hypotheses in regression models, see Dufour (1989).

We can also achieve better bounds by taking into account the form of the restriction \( g(\theta) = 0 \) or by considering special matrices \( \hat{V}_T \) or \( V \). For example, this happens if \( g(\theta) \) is the product of two polynomials, involving different coefficients. We will now discuss such cases.

4.2. Diagonal Wald statistics and product restrictions

We will now examine cases where \( g(\theta) \) is a product of differentiable functions,

\[ g(\theta) = h_1(\theta_1) \cdot h_2(\theta_2) \cdots h_n(\theta_n) \] (4.8)
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Universal bound critical values for testing a single restriction \( g(\theta) \)

Based on the uniform bound \( \max \{ \chi^2_1, \chi^2_p / 4 \} \)

<table>
<thead>
<tr>
<th>Test level</th>
<th>.1</th>
<th>.05</th>
<th>.025</th>
<th>.01</th>
<th>.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p \leq 6 )</td>
<td>2.706</td>
<td>3.841</td>
<td>5.024</td>
<td>6.635</td>
<td>10.828</td>
</tr>
<tr>
<td>( p = 7 )</td>
<td>3.004</td>
<td>3.841</td>
<td>5.024</td>
<td>6.635</td>
<td>10.828</td>
</tr>
<tr>
<td>( p = 8 )</td>
<td>3.341</td>
<td>3.877</td>
<td>5.024</td>
<td>6.635</td>
<td>10.828</td>
</tr>
<tr>
<td>( p = 9 )</td>
<td>3.671</td>
<td>4.230</td>
<td>5.024</td>
<td>6.635</td>
<td>10.828</td>
</tr>
<tr>
<td>( p = 10 )</td>
<td>3.997</td>
<td>4.577</td>
<td>5.121</td>
<td>6.635</td>
<td>10.828</td>
</tr>
<tr>
<td>( p = 11 )</td>
<td>4.319</td>
<td>4.919</td>
<td>5.480</td>
<td>6.635</td>
<td>10.828</td>
</tr>
<tr>
<td>( p = 12 )</td>
<td>4.637</td>
<td>5.256</td>
<td>5.834</td>
<td>6.554</td>
<td>10.828</td>
</tr>
<tr>
<td>( p = 14 )</td>
<td>5.266</td>
<td>5.921</td>
<td>6.530</td>
<td>7.285</td>
<td>10.828</td>
</tr>
<tr>
<td>( p = 15 )</td>
<td>5.577</td>
<td>6.249</td>
<td>6.872</td>
<td>7.645</td>
<td>10.828</td>
</tr>
<tr>
<td>( p = 16 )</td>
<td>5.886</td>
<td>6.574</td>
<td>7.211</td>
<td>8.000</td>
<td>10.828</td>
</tr>
<tr>
<td>( p = 17 )</td>
<td>6.192</td>
<td>6.897</td>
<td>7.548</td>
<td>8.352</td>
<td>10.828</td>
</tr>
<tr>
<td>( p = 18 )</td>
<td>6.497</td>
<td>7.217</td>
<td>7.882</td>
<td>8.701</td>
<td>10.828</td>
</tr>
<tr>
<td>( p = 19 )</td>
<td>6.801</td>
<td>7.536</td>
<td>8.213</td>
<td>9.048</td>
<td>10.955</td>
</tr>
<tr>
<td>( p = 20 )</td>
<td>7.103</td>
<td>7.852</td>
<td>8.543</td>
<td>9.392</td>
<td>11.329</td>
</tr>
</tbody>
</table>

with \( \theta = (\theta_1', \theta_2', \ldots, \theta_n')' \) and \( \hat{\theta} = (\hat{\theta}_1', \hat{\theta}_2', \ldots, \hat{\theta}_n')' \), where \( \theta_i \) and \( \hat{\theta}_i \) are \( p_i \times 1 \) vectors, and \( p_1 + p_2 + \cdots + p_n = p \). Clearly, \( g(\theta) = 0 \) if and only if at least one of the functions satisfies \( h_i(\theta_i) = 0 \). We have the estimator \( \hat{\theta}_T = (\hat{\theta}_{1T}', \hat{\theta}_{2T}', \ldots, \hat{\theta}_{nT}')' \), where \( \hat{\theta}_{iT} \) is a \( p_i \times 1 \) random vector, and a “covariance matrix estimator” \( \tilde{\Sigma}_T \) for \( \theta_T \). Further, we focus on Wald-type statistics where \( \tilde{\Sigma}_T \) is restricted to be block diagonal. This fits naturally the case where \( \hat{\theta}_{1T}, \ldots, \hat{\theta}_{nT} \) are asymptotically uncorrelated. However, we will observe below that the asymptotic distribution of the Wald-type statistic can be bounded even if \( \hat{\theta}_{1T}, \ldots, \hat{\theta}_{nT} \) are asymptotically correlated, possibly with unknown covariances across \( \hat{\theta}_{1T}, \ldots, \hat{\theta}_{nT} \).

We consider Wald-type statistics of the form

\[
W_T(\hat{\theta}_T; g, \tilde{\Sigma}_T) = T g(\hat{\theta}_T)' \left[ G(\hat{\theta}_T) \tilde{\Sigma}_T G(\hat{\theta}_T)' \right]^{-1} g(\hat{\theta}_T) = T W(\hat{\theta}_T; g, \tilde{\Sigma}_T) \tag{4.9}
\]

where \( \hat{\theta}_T = (\hat{\theta}_{1T}', \hat{\theta}_{2T}', \ldots, \hat{\theta}_{nT}')' \), \( \hat{\theta}_{iT} \) is a \( p_i \times 1 \) random vector,

\[
G(\theta) = \frac{\partial g}{\partial \theta} = [G_1(\theta), G_2(\theta), \ldots, G_n(\theta)], \quad G_i(\theta) = \frac{\partial g}{\partial \theta_i}, \quad i = 1, \ldots, n, \tag{4.10}
\]

\[
W(x; g, \tilde{\Sigma}_T) \equiv \frac{g(x)^2}{G(x) \tilde{\Sigma}_T G(x)'} , \quad x \in \mathbb{R}^p,
\]

\[
\tilde{\Sigma}_T = \text{diag}[\tilde{\Sigma}_{1T}, \tilde{\Sigma}_{2T}, \ldots, \tilde{\Sigma}_{nT}] \tag{4.11}
\]
is a block-diagonal matrix, and each $\hat{\Sigma}_{iT}$ is a (possibly random) $p_i \times p_i$ positive semidefinite matrix. For example, $\hat{\Sigma}_{iT}$ may be a consistent estimator of the asymptotic covariance matrix of $T^{1/2}(\hat{\theta}_{iT} - \theta_i)$. We call Wald statistics based on such block diagonal covariance estimates “diagonal Wald statistics”.

Set

$$H_i(x_i) = \frac{\partial h_i}{\partial x_i} (x_i), \quad \Delta_i(x_i) = H_i(x_i) \hat{\Sigma}_{iT} H_i(x_i)', \quad x_i \in \mathbb{R}^{p_i}, \quad i = 1, 2, \ldots, n. \quad (4.13)$$

We can then show the following stochastic dominance property, which holds both in finite samples and asymptotically.

**Proposition 4.3** DOMINANCE PROPERTY FOR PRODUCT RESTRICTIONS. Suppose $g(\theta)$ satisfies (4.8) along with Assumption 2.3, $Y := (Y_1', Y_2', \ldots, Y_n')'$ a random vector where each $Y_i$ has dimension $p_i \times 1$, with $G_i(\cdot), \hat{\Sigma}_{iT}, W(x; g, \hat{\Sigma}_T)$ and $\Delta_i := \Delta_i(Y_i)$ defined as in (4.9) - (4.12), $i = 1, \ldots, n$. Then:

(i) conditional on $\Delta_i > 0$,

$$W(Y; g, \hat{\Sigma}_T) \leq W(Y_i; h_i, \hat{\Sigma}_{iT}) \quad \text{for any } i \in \{1, \ldots, n\}; \quad (4.14)$$

(ii) conditional on $g(Y) \neq 0$ and $\Delta_i > 0$ for all $i \in \{1, \ldots, n\},$

$$W(Y; g, \hat{\Sigma}_T) \leq \min_{1 \leq i \leq n} W(Y_i; h_i, \hat{\Sigma}_{iT}), \quad (4.15)$$

$$\frac{1}{n} \min_{1 \leq i \leq n} W(Y_i; h_i, \hat{\Sigma}_{iT}) \leq W(Y; g, \hat{\Sigma}_T) \leq \frac{1}{n} \left[ \prod_{i=1}^{n} W(Y_i; h_i, \hat{\Sigma}_{iT}) \right]^{1/n} \leq \frac{1}{n} \sum_{i=1}^{n} W(Y_i; h_i, \hat{\Sigma}_{iT}) \leq \frac{1}{n} \max_{1 \leq i \leq n} W(Y_i; h_i, \hat{\Sigma}_{iT}) \quad (4.16)$$

where

$$W(x_i; h_i, \hat{\Sigma}_{iT}) \equiv \frac{h_i(x_i)^2}{H_i(x_i) \hat{\Sigma}_{iT} H_i(x_i)'} , \quad x_i \in \mathbb{R}^{p_i}. \quad (4.17)$$

From (4.14) - (4.17), it is clear that:

$$\mathbb{P}[W(Y; g, \hat{\Sigma}_T) \leq W(Y_i; h_i, \hat{\Sigma}_{iT}) \mid \Delta_i > 0] = 1, \quad i = 1, \ldots, n. \quad (4.18)$$

When

$$\mathbb{P}[\Delta_i(Y_i) > 0] = 1, \quad (4.19)$$

we can replace the conditional probabilities in (4.18) by the corresponding unconditional probabilities:

$$\mathbb{P}[W(Y; g, \hat{\Sigma}_T) \leq W(Y_i; h_i, \hat{\Sigma}_{iT})] = 1, \quad i = 1, \ldots, n; \quad (4.20)$$

this condition allows $\mathbb{P}[\Delta_i(Y_j) > 0] < 1$ for some $j \neq i$. If $\mathbb{P}[\Delta_i(Y_i) > 0] = 1$ for all $i = 1, \ldots, n$, we
also have
\[ \mathbb{P}[W(Y; g, \hat{S}_T) \leq \min_{1 \leq i \leq n} W(Y; h_i, \hat{S}_T)] = 1, \]  
(4.21)
which yields a tighter bound. (4.21) also underscores the fact that better bounds can be achieved by factoring \( h(\theta) \) into the largest possible number of factors, i.e. by letting \( n \) be large. Similarly, if
\[ \mathbb{P}[g(Y) \neq 0, \Delta_1 > 0, \ldots, \Delta_m > 0] = 1, \]  
(4.22)
(4.16) holds with probability one.

When (4.19) holds, both \( W_g(Y) \) and \( W_{h_i}(Y_i) \) are well defined (finite) with probability one. The test statistic
\[ W_T(\hat{\theta}_{iT}; h_i, \hat{S}_{iT}) = TW(\hat{\theta}_{iT}; h_i, \hat{S}_{iT}) = T \frac{h_i(\hat{\theta}_{iT})^2}{H_i(\hat{\theta}_{iT}) \hat{\Sigma}_{iT} H_i(\hat{\theta}_{iT})'} \]  
(4.23)
can be interpreted as a Wald-type statistic for testing \( h_i(\theta_i) = 0 \) using the parameter estimates \( \hat{\theta}_{iT} \) and \( \hat{S}_{iT} \). So the distribution of \( W_T(\hat{\theta}_T; g, \hat{S}_T) \) can be bounded by the distribution of \( W_T(\hat{\theta}_{iT}; h_i, \hat{S}_{iT}) \), under both the null and alternative hypotheses.

It is also remarkable that this dominance property holds without any assumption on the distribution of \( Y \). In particular, the distribution of \( Y_j \) for \( j \neq i \) is irrelevant. Under \( H_0 \), we may have \( h_i(\theta_i) = 0 \) along with \( h_j(\theta_j) \neq 0 \) for \( j \neq i \), without the bound being affected. Note also that none of the functions \( h_i(\theta_i) \) need be a polynomial.

Let us consider the case where at least one of the functions in \( g(\theta) \) is a polynomial, along with conditions similar to those in Assumptions 2.1 - 2.3.

**Assumption 4.1** POLYNOMIAL FACTOR REGULARITY. Let \( 1 \leq i \leq n \). The function \( h_i(\theta_i) \) is a polynomial, and the estimator \( \hat{\theta}_{iT} \) in (4.8) - (4.9) satisfies Assumptions 2.1 - 2.3 upon replacing \( p \) by \( p_i \), \( J \) by \( J_i \), \( Z \) by \( Z_i \), \( V \) by \( V_i = J_i J_i' \), and \( \hat{V}_T \) by \( \hat{V}_i T \). Further, \( \hat{S}_{iT} = \hat{V}_i T \) and \( \gamma_i(\hat{\theta}_i) \) is the singularity order of \( h_i(\theta_i) \) at \( \hat{\theta}_i \) as defined in (3.6) - (3.7).

We can then get the following asymptotic dominance result on the asymptotic distribution of \( W_T(\hat{\theta}_T; g, \hat{S}_T) \) as characterized in Theorem 3.1 (with \( V_T = \hat{S}_T \)).

**Proposition 4.4** POLYNOMIAL FACTOR BOUNDS FOR WALD STATISTICS OF SINGLE RESTRICTIONS. Under the conditions of Proposition 4.3, let \( V = \text{diag}[V_1, V_2, \ldots, V_n] \) where each \( V_i \) is a \( p_i \times p_i \) positive semidefinite matrix, and \( W(\theta; g, V) \) is defined as in (3.14).

1. If \( h_{i_0}(\theta_{i_0}) = 0 \) and Assumption 4.1 holds for \( i = i_0 \) where \( i_0 \in \{1, 2, \ldots, n\} \), then conditionally on \( \Delta_{i_0}(Y_{i_0}) > 0 \),
\[ W(\hat{\theta}; g, V) \leq \|Z_{i_0}\|^2 / [\gamma_{i_0}(\hat{\theta}_{i_0}) + 1]^2 \leq \|Z_{i_0}\|^2 \]  
(4.24)
where \( \gamma_{i_0}(\hat{\theta}_{i_0}) \) is the singularity order of \( h_{i_0}(\theta_{i_0}) \) at \( \hat{\theta}_{i_0} \), and when \( \hat{\theta}_{i_0} \) is a singular point of \( h_{i_0}(\theta_{i_0}) \),
\[ W(\hat{\theta}; g, V) \leq \frac{1}{4} \|Z_{i_0}\|^2. \]  
(4.25)
(2) If \( g(\theta) = 0 \) and Assumption 4.1 holds for all \( i \in \{1, \ldots, n\} \), then conditionally on \( \Delta_i(Y_i) > 0 \) for all \( i \in \{1, \ldots, n\} \),

\[
W(\hat{\theta}; g, V) \leq \|Z_i\|^2 / [\gamma_i(\hat{\theta}_i) + 1]^2 \leq \|Z_i\|^2 \quad \text{for some } i \in \{1, \ldots, n\}
\]

and, when \( \hat{\theta} \) is a singular point of \( g(\theta) \),

\[
W(\hat{\theta}; g, V) \leq \frac{1}{4} \|Z_i\|^2 \quad \text{for some } i \in \{1, \ldots, n\}.
\]

If \( Z_{i_0} \sim N[0, I_{p_i}] \) and \( h_{i_0}(\theta_{i_0}) = 0 \), (4.24) entails that

\[
W(\hat{\theta}; g, V) \leq \frac{1}{[\gamma_{i_0}(\hat{\theta}_{i_0}) + 1]^2} \chi^2_{p_{i_0}}
\]

so the number of degrees of freedom in the bound can be substantially reduced with respect to the \( \chi^2_{p_i} \) distribution. Similarly, when \( Z \sim N[0, I_{p_i}] \) and \( h_1(\theta_1), \ldots, h_n(\theta_n) \) are all polynomials, (4.26) yields:

\[
W(\hat{\theta}; g, V) \leq \frac{\chi^2_{p_1}}{[\gamma_i(\hat{\theta}_i) + 1]^2} \leq \chi^2_{p_i} \quad \text{for some } i \in \{1, 2, \ldots, n\}.
\]

If furthermore \( \hat{\theta} \) is a singular point of \( g(\theta) \), we can write:

\[
W(\hat{\theta}; g) \leq \frac{1}{4} \chi^2_{p_i} \quad \text{for some } i \in \{1, 2, \ldots, n\}.
\]

Thus, when \( Z \sim N[0, I_{p_i}] \) and \( g(\theta) \) is a product of polynomials of the form (4.8), valid asymptotic \( p \)-values can be obtained by computing \( p_{\max}[W_T(\hat{\theta}; g, V_T)] \) using

\[
p_{\max}[y, n] \equiv \max\{P[\chi^2_i > y], pv[y; p_1, \gamma_1(\hat{\theta}_1)], \ldots, pv[y; p_n, \gamma_n(\hat{\theta}_n)]\}, \ y \in \mathbb{R},
\]

where

\[
pv[y; p_i, \gamma_i] = \max\{P[\chi^2_{p_i} / |\gamma_i + 1|^2 > y]\}, \ i = 1, \ldots, n.
\]

If the singularity orders \( \gamma_i(\hat{\theta}_i) \) are unknown, we can replace \( pv[y; p_i, \gamma_i] \) by the upper bound \( pv[y; p_i, 1] = \max\{P[\chi^2_{p_i} / 4 > y]\} \), which holds whenever \( h_i(\theta_i) \) is singular at \( \hat{\theta}_i \): this yields the \( p \)-value function upper bound \( p^U_{\max}[W_T(\hat{\theta}_T; g)] \) where

\[
p_{\max}^U[y, n] \equiv \max\{P[\chi^2_i > y], pv[y; p_1, 1], \ldots, pv[y; p_n, 1]\] \geq p_{\max}[y, n].
\]

### 4.3. Monomials

An important special case of the above problem is the one where \( g(\theta) \) is a monomial:

\[
g(\theta) = c \theta_1^\nu_1 \cdots \theta_p^\nu_p
\]
where $v_1, \ldots, v_p$ are positive integers ($v_i > 0$, $i = 1, \ldots, n$) and $c$ is non-zero constant. In this case, $\tilde{\theta}_1^{v_1} \cdots \tilde{\theta}_p^{v_p} = 0$ under $\mathcal{H}_0$. Clearly, $\mathcal{H}_0$ holds if and only if at least one of the $p$ parameters $\tilde{\theta}_1, \ldots, \tilde{\theta}_p$ is equal to zero. Let $r = r(\tilde{\theta})$ be the number of such zero parameters. Under $\mathcal{H}_0$, $1 \leq r \leq p$. Without loss of generality, we can assume that $\tilde{\theta}_1 = 0$ for $1 \leq i \leq r$, and $\tilde{\theta}_i \neq 0$ if $i > r$. This allows us to write:

$$g(\theta) = [\tilde{\theta} + (\theta - \tilde{\theta})]^{v_1} \cdots [\tilde{\theta} + (\theta - \tilde{\theta})]^{v_p} = \prod_{i=1}^{r} (\tilde{\theta}_i - \tilde{\theta}_i)^{v_i} \prod_{i=r+1}^{p} [\tilde{\theta}_i + (\theta - \tilde{\theta}_i)]^{v_i}$$

(4.34)

from which it is easy to see that

$$s(\tilde{\theta}) = 1 + g(\tilde{\theta}) = v_1 + \cdots + v_r.$$  

(4.35)

In other words, $s(\tilde{\theta})$ is the sum of the exponents associated with the zero components of $\tilde{\theta}$. The larger the number of zero coefficients, the tighter the bounds given by Theorem 4.1. If $Z \sim N(0, I_p)$, $W(\tilde{\theta}; g, Y)$ is bounded from above by the $\chi_p^2/(v_1 + \cdots + v_r)^2$ distribution. For monomials, this bound can however be improved.

Consider first the case of diagonal Wald statistics. Monomial functions of the form (4.33) correspond to the case where $n = p$ and $h_i = \theta_i^{v_i}$, $i = 1, \ldots, p$, in (4.8). We then get the following stochastic dominance property.

**Proposition 4.5** Bound on diagonal Wald statistics for monomials. Let $Y = (Y_1, \ldots, Y_p)$ be a $p \times 1$ real random vector. Then, for any monomial function of the form (4.33), we have:

$$\mathbb{P}[W(Y; g, \tilde{\Sigma}_T) \geq z] \leq \mathbb{P} \left[ \frac{1}{v_i^2} \left( \frac{Y_i}{\sigma_i} \right)^2 \geq z \right], \text{ for } i = 1, \ldots, p, \text{ and } z \in \mathbb{R},$$

(4.36)

where $W(Y; g, \tilde{\Sigma}_T)$ is defined by (4.11) and $\tilde{\Sigma}_T = \text{diag}[\tilde{\sigma}_1^2, \tilde{\sigma}_2^2, \ldots, \tilde{\sigma}_p^2]$.

The above result holds without any assumption on the distribution of $Y$. For example, $Y_1, \ldots, Y_p$ need not be Gaussian or independent. However, if one of the components of $Y$, say $Y_1$, follows a $N(0, \sigma_1^2)$ distribution, the distribution of $W_g(Y)$ is bounded by the $\chi_j^2/v_j^2$ distribution:

$$\mathbb{P}[W(Y; g, \tilde{\Sigma}_T) \geq z] \leq \mathbb{P} \left[ \frac{1}{v_i^2} \chi_i^2 \geq z \right], \text{ for all } z \in \mathbb{R}.$$  

(4.37)

If $Y_j \sim N(0, \sigma_j^2)$ distribution and $\tilde{\sigma}_j^2 = \sigma_j^2$ for at least one of the variables $Y_1, \ldots, Y_p$, but we do not know which one, we can write:

$$\mathbb{P}[W(Y; g, \tilde{\Sigma}_T) \geq z] \leq \max_{1 \leq i \leq p} \mathbb{P} \left[ \frac{1}{v_i^2} \chi_i^2 \geq z \right] = \mathbb{P} \left[ \frac{1}{\min_{1 \leq i \leq p} v_i^2} \chi_i^2 \geq z \right], \text{ for all } z \in \mathbb{R}. $$

(4.38)

The result given by Proposition 4.5 is in fact a finite-sample one. It shows that the distribution of
4. BOUNDS FOR WALD TESTS OF A SINGLE RESTRICTION

a Wald-type statistic can be bounded (under appropriate conditions) even when the distribution of some component of \( Y \) is unknown. If \( Y_j \sim N(0, \sigma_j^2) \) distribution and \( \tilde{\sigma}_j^2 = \sigma_j^2 \) for all \( j = 1, \ldots, p \), we have:

\[
P[W(Y; g, \tilde{\Sigma}_T) \geq z] \leq \min_{1 \leq i \leq p} \mathbb{P} \left[ \frac{\chi_i^2}{v_i} \geq z \right] = \mathbb{P} \left[ \frac{\chi_i^2}{\max_{1 \leq i \leq p} v_i} \geq z \right], \text{ for all } z \in \mathbb{R}. \tag{4.39}
\]

This result complements earlier ones obtained under more restrictive conditions. The bounds in (4.38) - (4.39) apply to a relatively specific type of restriction (monomials), but hold under weaker distributional assumptions than the universal bound given in Section 4.1. Here, all cases where the null hypothesis \( g(\theta) = 0 \) holds are covered, not only the one where \( \theta = 0 \). Since \( \max_{1 \leq i \leq p} v_i^2 \leq \left( \sum_{j=1}^{p} v_j \right)^2 \), we have:

\[
P \left[ \frac{\chi_i^2}{\left( \sum_{j=1}^{p} v_j \right)^2} \geq z \right] \leq \mathbb{P} \left[ \frac{\chi_i^2}{\max_{1 \leq i \leq p} v_i^2} \geq z \right] \leq \mathbb{P} \left[ \frac{\chi_i^2}{\min_{1 \leq i \leq p} v_i^2} \geq z \right], \text{ for all } z \in \mathbb{R}. \tag{4.40}
\]

Proposition 4.5 has the following analogue for the asymptotic distribution of \( W_r(\hat{\theta}_T; g, \tilde{\Sigma}_T) \) when \( g \) is a monomial function.

**Corollary 4.6** **Bounds for Monomial Wald Statistics.** Under the conditions of Proposition 4.3, suppose Assumption 4.1 also holds. Then, for any monomial function as defined in (4.33), we have:

\[
P[W(\hat{\theta}; g, V) \geq z] \leq \mathbb{P} \left[ \frac{1}{v_i^2} \left( \frac{Z_i}{\sigma_i} \right)^2 \geq z \right], \text{ for } i = 1, \ldots, p, \text{ and } z \in \mathbb{R}, \tag{4.41}
\]

where \( W(\hat{\theta}; g, V) \) is defined by (3.14) and \( V = \text{diag}[\sigma_1^2, \sigma_2^2, \ldots, \sigma_p^2] \).

Finally, we will give a result applicable to non-diagonal Wald-type statistics.

**Proposition 4.7** **Bounds for Non-Diagonal Monomial Wald Statistics.** Under the assumptions of Theorem 3.1, suppose \( g(\theta) \) is a monomial function of \( \theta \) as defined in (4.33), with \( \theta = [\theta_{[1,r]}; \theta_{[r+1,p]}] \) and \( \theta_{[1,r]} = (\theta_1, \ldots, \theta_r)' \). If \( \hat{\theta}_i = 0 \) for \( 1 \leq i \leq r \), and \( \hat{\theta}_i \neq 0 \) if \( i > r \), then the Student-type statistic \( t_T(\hat{\theta}_T; g, \tilde{\Sigma}_T) \) defined in (2.4) converges in probability to \( t(\hat{\theta}; h_1, J) \) and the Wald-type statistic \( W_T(\hat{\theta}_T; g, \tilde{\Sigma}_T) \) in (2.3) converges in probability to \( W(\hat{\theta}; h_1, J) \), with \( h_1(\theta) = \theta_1^\gamma \cdot \ldots \cdot \theta_r^\gamma \), where \( t(\hat{\theta}; h_1, J) \) and \( W(\hat{\theta}; h_1, J) \) are defined as in (3.13) - (3.14). If furthermore \( Z \sim N(0, I_p) \),

\[
W(\hat{\theta}; h_1, J) \sim \frac{1}{\left( \sum_{j=1}^{r} v_j \right)^2} \chi_i^2 \tag{4.42}
\]

and the distribution of \( \left( \frac{\chi_i^2}{\min_{1 \leq i \leq p} v_i^2} \right) \) provides a uniform upper bound regardless of \( r \).
5. Several restrictions

In this section, we consider the general problem of testing \( q \) restrictions when \( q \geq 1 \):

\[
g_l(\theta) = 0, \quad l = 1, \ldots, q, \tag{5.1}
\]

where each \( g_l(\theta) \) is a polynomial function of degree \( m_l \). (3.2) - (3.4) then hold with \( g(\theta), g(x, i, \bar{\theta}) \) and \( c(j_1, \ldots, j_p; \bar{\theta}) \) subscripted by \( l \). We maintain the assumption that the true unknown value \( \bar{\theta} \) fulfills the null hypothesis \( [g_l(\bar{\theta}) = 0, l = 1, \ldots, q] \). For each \( l \), we denote by \( s_l(\bar{\theta}) \) the order

\[
s_l(\bar{\theta}) = \min \{ i : c_l(j_1, \ldots, j_p; \bar{\theta}) \neq 0 \text{ for some } (j_1, \ldots, j_p) \text{ with } \Sigma_{k=1}^p j_k = i \} \tag{5.2}
\]

and by \( \bar{g}_l(\theta) \) the polynomial that gathers the monomials of lowest degree in \( g_l \):

\[
\bar{g}_l(\theta - \bar{\theta}) := g_l[\theta - \bar{\theta}; s_l(\bar{\theta}), \bar{\theta}] = \sum_{\Sigma_{k=1}^p j_k = s_l(\bar{\theta})} c_l(j_1, \ldots, j_p; \bar{\theta}) \prod_{k=1}^p (\theta_k - \bar{\theta}_k)^{j_k}, \quad 1 \leq l \leq q. \tag{5.3}
\]

We call \( \bar{g}(\theta) = [\bar{g}_1(\theta), \ldots, \bar{g}_q(\theta)]' \) the vector of lowest degree polynomials associated with \( g(\theta) \). Note that the situation where \( g_l(x) = 0 \) for all \( x \) [and thus \( \bar{g}_l(x) = 0 \)] is precluded by the assumption that \( G(x) \) has full rank \( a.e. \).

As in the one restriction case, each polynomial depends on \( \bar{\theta} \) through its order and its coefficients. The Jacobian matrix of \( \bar{g}(\theta) \) is then

\[
\bar{G}(x) = \frac{\partial \bar{g}}{\partial \bar{\theta}}(x) = \begin{bmatrix}
\bar{G}_1(x) \\
\bar{G}_2(x) \\
\vdots \\
\bar{G}_q(x)
\end{bmatrix} \tag{5.4}
\]

where each row \( \bar{G}_l(x) \) satisfies (3.11) - (3.12) with \( \bar{g} \) replaced by \( \bar{g}_l \). \( \bar{G}(x) \) will be called the matrix of lowest degree polynomials for the Jacobian matrix of \( g(\theta) \). The elements of the row vector \( \bar{G}_l(x) \) are homogeneous polynomials of degree \( s_l(\bar{\theta}) - 1 \), for \( 1 \leq l \leq q \). Further, from the Euler
5. SEVERAL RESTRICTIONS

homogeneous-function theorem, we have:

\[
\bar{g}(\theta - \hat{\theta}) = \Lambda(\hat{\theta}) \tilde{G}(\theta - \hat{\theta})(\theta - \hat{\theta}), \quad \Lambda(\hat{\theta}) := \text{diag} \left[ \frac{1}{s_1(\hat{\theta})}, \ldots, \frac{1}{s_q(\hat{\theta})} \right],
\]

(5.5)

where \(\Lambda(\hat{\theta})\) is the \(q \times q\) diagonal matrix. We study again the Wald-type statistic \(W_T(\hat{\theta}_T; g, \hat{V}_T)\) and the “pseudo-statistic”

\[
\bar{W}_T(\hat{\theta}_T; \bar{g}, V) = T \bar{g}(\hat{\theta}_T - \bar{\theta})' \left[ \tilde{G}(\hat{\theta}_T - \bar{\theta})V \tilde{G}(\hat{\theta}_T - \bar{\theta})' \right]^{-1} \bar{g}(\hat{\theta}_T - \bar{\theta})
\]

(5.6)

for testing \(H_0: \bar{g}(\theta - \bar{\theta}) = 0\).

We will now see that there is a fundamental difference between considering the \(q\) restrictions in (5.1) individually and jointly. The key issue is the rank of the Jacobian matrix \(\tilde{G}(x)\). While we know from Assumption 2.3 that the matrix of polynomials \(G(\theta)\) has full row rank \(q\), this does not necessarily hold for the matrix \(\tilde{G}(\theta - \bar{\theta})\) which only contains the lowest-degree terms. This feature has a strong impact on the distribution of the Wald-type test statistic in large samples, and may jeopardize the existence of an asymptotic distribution.

5.1. Full rank reached at lowest degrees

We will now show that the asymptotic distribution of the Wald-type statistic for \(q\) polynomial restrictions is fully determined by the lowest-degree polynomials \(\bar{g}_l(\theta), l = 1, \ldots, q\), when \(\tilde{G}(\theta - \bar{\theta})\) has full row rank \(q\) (a.e. in \(\mathbb{R}^p\)), as expressed by the following assumption.

**Assumption 5.1** FULL RANK AT LOWEST DEGREE (FRALD). The \(q \times p\) matrix \(\tilde{G}(x)\) of lowest degree polynomials for the Jacobian matrix of \(g(\theta)\) has full rank \(q\) (a.e.).

When the above condition holds, we say that \(g(\cdot)\) satisfies has **full rank at lower degree** (FRALD) property. We can then formulate the following theorem.

**Theorem 5.1** ASYMPTOTIC DISTRIBUTION OF WALD STATISTIC: FRALD RESTRICTIONS. Suppose the Assumptions 2.1, 2.2, 2.3 and 5.1 hold. If \(g(\theta)\) is a polynomial function of \(\theta\) as given in (1.1) - (1.2), and if the true unknown value \(\bar{\theta}\) satisfies \(g(\bar{\theta}) = 0\), then the Wald-type statistics \(W_T(\hat{\theta}_T; g, \hat{V}_T)\) and \(\bar{W}_T(\hat{\theta}_T; \bar{g}, V)\) [in (2.3) and (5.6)] both converge in probability to

\[
W(\bar{\theta}; g, J) = Z' G^* (Z)' \Lambda(\bar{\theta}) \left[ G^* (Z) G^* (Z)' \right]^{-1} \Lambda(\bar{\theta}) G^* (Z) Z
\]

(5.7)

where \(G^* (Z) = \tilde{G}(JZ)J\).

Since the FRALD condition holds trivially with only one restriction \((q = 1)\), Theorem 5.1 is a generalization of Theorem 3.1. Indeed, when all the singularity orders \(s_l(\bar{\theta})\) are the same, i.e.

\[
s_l(\bar{\theta}) = s(\bar{\theta}), \ l = 1, \ldots, q,
\]

(5.8)
we have $A(\hat{\theta}) = s(\hat{\theta})^{-1}I_q$, and Theorem 5.1 provides a limit distribution quite similar to the one of Theorem 3.1, except for the fact that several restrictions are now allowed ($q \geq 1$). However, when (5.8) does not hold, the weighting matrix $A(\hat{\theta})$ can substantially modify the result.

Theorem 5.1 warrants the same kind of comments as Theorem 3.1. The limit distribution of the Wald-type statistic under $H_0$ is also the limit distribution of $\bar{W}_T(\hat{\theta}_T; \bar{g}, V)$. In other words, this asymptotic distribution again coincides with the asymptotic distribution of the Wald-type statistic for testing the null hypothesis $H_0^*$: $\bar{g}(\theta - \bar{\theta}) = 0$. As in the case of a single restriction, this pseudo-null hypothesis and the corresponding asymptotic distribution depend on the true (unknown) parameter value $\bar{\theta}$.

To allow for more than one restriction, the additional FRALD condition on the rank of $\bar{G}(\theta)$ is required. This condition may be violated. To make things more complicated, the FRALD condition may indeed hold at some value of $\bar{\theta}$ that satisfies the null, but not at another one. We demonstrate this by reconsidering Example 2.6.

Example 5.1 FRALD failure for some $\bar{\theta}$ [Example 2.6 continued]. Let $g(\theta) = [\theta_1^2, \theta_1 \theta_2]'$ and $V = I$. Then

$$G(\theta) = \begin{bmatrix} 2\theta_1 & 0 \\ \theta_2 & 2\theta_1 \theta_2 \end{bmatrix}.$$  \hfill (5.9)

As already noted, the null hypothesis clearly holds when $\bar{\theta}_1 = \bar{\theta}_2 = 0$. In this case, $\bar{G}(\theta - \bar{\theta})$ is the same as $G(\theta)$ and has full rank: the FRALD condition is satisfied, and Theorem 5.1 is applicable. The null hypothesis also holds for $\bar{\theta}$ with $\bar{\theta}_1 = 0$ and $\bar{\theta}_2 = a \neq 0$. In this case,

$$\bar{G}(\theta - \bar{\theta}) = \begin{bmatrix} 2\theta_1 & 0 \\ a^2 & 0 \end{bmatrix}.$$  \hfill (5.10)

does not have full rank, even though the rows of $\bar{G}(x)$ are linearly independent polynomial vectors: a constant and a linear function. The FRALD condition used by Theorem 5.1 does not hold.

In the above example, the Wald-type statistic diverges at points where the FRALD condition fails. We shall now address the question whether this is always the case.

5.2. Full rank reached at lowest degrees after linear transformation (FRALD-T)

It is well known that the Wald-type test statistic is numerically invariant with respect to non-degenerate linear transformations of the restriction vector. However, it is important to realize that Theorem 5.1 is not invariant to linear transformations of the matrix $G(\theta)$: the rank assumption on the matrix $\bar{G}(\theta - \bar{\theta})$ and its conclusion may change on applying a linear transformation to the vector function $g(\theta)$. The key reason for this feature is the following: if $S$ is a nonsingular matrix of size $q$, we may have

$$S[\bar{G}(\theta - \bar{\theta})] \neq \bar{S}G(\theta - \bar{\theta}).$$  \hfill (5.11)

In particular, even though $\bar{G}(\theta - \bar{\theta})$ and $S[\bar{G}(\theta - \bar{\theta})]$ do not have full rank $q$, the matrix $\bar{S}G(\theta - \bar{\theta})$ of lowest degree polynomials inside $S[G(\theta - \bar{\theta})]$ can have rank $q$. Example 5.2 below illustrates such a case.
Example 5.2 FRALD failure for some $\hat{\theta}$: FRALD holds for a linear transformation of $g(\theta)$.

Consider $g(\theta) = [\theta_1 + \theta_2^2, \theta_1 + \theta_2^2]'$. Clearly, $\hat{\theta} = 0$ and $\bar{\theta} = (-1, 1)'$ both satisfy $g(\bar{\theta}) = 0$. Then

$$G(\theta) = \begin{pmatrix} 1 & 3\theta_2^2 \\ 1 & 2\theta_2 \end{pmatrix}. \quad (5.12)$$

For $\bar{\theta} = 0$, we have $G(\theta - \bar{\theta}) = \begin{pmatrix} 1 & 0 \\ 1 & 0 \end{pmatrix}$, and the FRALD condition is not satisfied for $g(\theta)$; however, for $S = \begin{pmatrix} 1 & 0 \\ 1 & -1 \end{pmatrix}$, we have:

$$SG(\theta - \bar{\theta}) = SG(\theta) = \begin{pmatrix} 1 & 3\theta_2^2 \\ 0 & 3\theta_2^2 - 2\theta_2 \end{pmatrix}, \quad (5.13)$$

$$SG(\theta) = \bar{SG}(\theta - \bar{\theta}) = \begin{pmatrix} 1 & 0 \\ 0 & -2\theta_2 \end{pmatrix}, \quad (5.14)$$

so that the FRALD condition holds for $Sg(\theta)$ at $\bar{\theta} = 0$. For $\bar{\theta} = (-1, 1)'$, $\det[G(\bar{\theta})] = -1 \neq 0$, so there is no singularity at this point.

We thus consider the following extension of the FRALD condition.

Assumption 5.2 FRALD-T. There exists a nonsingular $q \times q$ matrix $S$ such that the $q \times p$ matrix $\bar{SG}(x)$ of lowest degree polynomials for the Jacobian matrix of $Sg(\theta)$ satisfies

$$\text{rank}\{\bar{SG}(x)\} = q \quad \text{for almost all } x \in \mathbb{R}^p. \quad (5.15)$$

When the above condition is satisfied, we say that the FRALD-T property holds for $g(\theta)$. This leads to a straightforward but important extension of Theorem 5.1.

Theorem 5.2 Asymptotic Distribution of Wald Statistic: Transformed FRALD Restrictions. Suppose the Assumptions 2.1, 2.2 and 2.3 hold. If $g(\theta)$ is a polynomial function of $\theta$ as given in (1.1) - (1.2), if the true unknown value $\bar{\theta}$ satisfies $g(\bar{\theta}) = 0$, and if Assumption 5.2 is satisfied, then the Wald-type statistic $W_T(\hat{\theta}; g, \hat{V}_T)$ in (2.3) converges in probability to

$$W(\hat{\theta}; g, J, S) = Z'\bar{G}_S(Z)'A_S(\hat{\theta}) [\bar{G}_S(Z)\bar{G}_S(Z)']^{-1}A_S(\hat{\theta})\bar{G}_S(Z)Z \quad (5.16)$$

where $S$ is any matrix satisfying (5.15) and $\bar{G}_S(Z) = \bar{SG}(JZ)J$.

Under the null hypothesis, the limit distribution for the Wald-type statistic for $g(\hat{\theta}) = 0$ [in (5.16)] is also the asymptotic distribution of the Wald-type statistic to test $H_0(S): h(\theta) = 0$, with $h(\theta) = Sg(\theta)$. It is the same for any choice of $S$ compatible with the FRALD-T condition. In Section 6, Lemma 6.2 provides a way to derive such a matrix $S$. The asymptotic distribution given by Theorem 5.2 is also the one applicable to the Wald-type statistic for $H_0^*(S): h(\theta) = 0$. The
6. **Divergence**

As observed in Example 2.6, the asymptotic distribution of $W_T(\hat{\theta}_T; g, \hat{V}_T)$ may not exist under $\mathcal{H}_0$. In Theorem 5.2, we showed that the FRALD-T condition is sufficient to ensure the existence of a non-degenerate asymptotic distribution for the Wald-type statistic under $\mathcal{H}_0$. We will now show the condition is also necessary, so the FRALD-T condition is both necessary and sufficient to have a non-degenerate asymptotic distribution of $W_T(\hat{\theta}_T; g, \hat{V}_T)$. When this condition fails, the Wald-type statistic diverges towards infinity at the true unknown value $\theta$, even though $\mathcal{H}_0$ holds.

6.1. **Characterization of the FRALD-T condition**

We first establish auxiliary results on polynomial matrices which will help verify whether the FRALD-T condition holds. We denote by $\mathcal{P}_q$ the space of all nonsingular $q \times q$ matrices, and by $\mathcal{P}_q$ the subspace of $q \times q$ permutation matrices. The elements of $\mathcal{P}_q$ are obtained by permuting the rows of the identity matrix $I_q$, and these constitute orthogonal matrices; see Harville (1997, section 8.4c). For a general $q \times p$ polynomial matrix $F(x) = [F_{kl}(x)]$ with

$$F_{kl}(x) = \sum_{i=0}^{m_{kl}} \left\{ \sum_{j_1, \ldots, j_p = i} c_{kl}(j_1, \ldots, j_p) \prod_{n=1}^{p} x_n^{j_n} \right\}, \tag{6.1}$$

denote $F_k(x) = [F_{k1}(x), \ldots, F_{kp}(x)]$ the $k$-th row of $F(x)$, $\bar{s}_{kl}$ the lowest degree of the non-zero terms in $F_{kl}(x)$ [setting $\bar{s}_{kl} = 0$ if $F_{kl}(x)$ is a non-zero constant, and $\bar{s}_{kl} = +\infty$ if $F_{kl}(x) = 0$ for all $x$], and

$$\bar{s}_k = \min\{\bar{s}_{kl} : F_{kl}(x) \neq 0 \text{ and } 1 \leq l \leq p\} \quad \text{if } F_k(x) \neq 0$$
$$= +\infty \quad \text{if } F_k(x) = 0 \tag{6.2}$$

the lowest degree among the polynomials of $F_k(x)$. Overbar on a polynomial matrix $F(x)$ means that each row of $\bar{F}(x)$ only contains the terms with the lowest order $\bar{s}_k$ on the $k$-th row of $F(x)$, i.e., $\bar{F}(x) = [\bar{F}_{kl}(x)]$ where

$$\bar{F}_{kl}(x) = \sum_{i=0}^{\bar{s}_k} \left\{ \sum_{j_1, \ldots, j_p = i} c_{kl}(j_1, \ldots, j_p) \prod_{n=1}^{p} x_n^{j_n} \right\}$$

$$= \sum_{j_1, \ldots, j_p = \bar{s}_k} c_{kl}(j_1, \ldots, j_p) \prod_{n=1}^{p} x_n^{j_n}, \tag{6.3}$$

$k = 1, \ldots, q$. Clearly, $\bar{F}_{kl}(x) = 0$ if the orders of the terms of $F_{kl}(x)$ are all greater than $\bar{s}_k$ [or if $F_{kl}(x) = 0$]. The zero constant function is interpreted as polynomial of degree zero (like any other constant function) and it is homogeneous of any degree. If $P \in \mathcal{P}_q$, it is useful to observe that

$$\overline{PF}(x) = P\bar{F}(x) \tag{6.4}$$
since $PF(x)$ simply involves a permutation of the rows of $F(x)$; see Harville (1997, section 8.4c).

The lemma below gives a linear independence property for transformations of polynomial matrices, while the following lemma provides a construction of an “echelon-type” form for such matrices.

**Lemma 6.1** Separation of lowest order polynomial rows. Let $F(x)$ be a $q \times p$ non-zero matrix of polynomial functions where $x \in \mathbb{R}^p$, and let $s_1$ be the minimum degree over all the non-zero polynomials of $F(x)$. Then, there is a matrix $S \in \mathbb{F}_q$ such that

$$
\overline{SF}(x) = \begin{bmatrix}
[SF(x)]_1 \\
[SF(x)]_2
\end{bmatrix}
$$

(6.5)

where $[SF(x)]_1$ is a matrix whose rows are linearly independent vectors of homogeneous polynomials all with degree $s_1$, $[SF(x)]_2$ is a matrix whose non-zero elements are polynomials with lowest degree larger than $s_1$, row{$[SF(x)]_1$} $\geq 1$, row{$[SF(x)]_2$} $\geq 0$, and row{$\cdot$} denotes the number of rows in a matrix.

**Lemma 6.2** Echelon polynomial-degree form. Let $F(x)$ be a $q \times p$ non-zero matrix of polynomial functions where $x \in \mathbb{R}^p$. Then there is a matrix $S \in \mathbb{F}_q$ such that

$$
\overline{SF}(x) = \begin{bmatrix}
[SF(x)]_1 \\
\vdots \\
[SF(x)]_\nu
\end{bmatrix}
$$

(6.6)

where each submatrix $[SF(x)]_i$ only contains homogeneous polynomials of degree $s_i$, for $i = 1, \ldots, \nu$, with $0 \leq s_1 < \cdots < s_i < \cdots < s_\nu$ (where $s_\nu = +\infty$ if the corresponding rows are zero), and the rows of the matrix $[SF(x)]_1, \ldots, [SF(x)]_{\nu-1}$ are linearly independent functions. Further, if $F(x)$ has full rank a.e., all the rows of $\overline{SF}(x)$ are linearly independent functions.

Using the above lemmas, we can now establish that full rank of the “echelon-type” form is a necessary and sufficient condition for the FRALD-T property to hold for a polynomial matrix.

**Proposition 6.3** FRALD-T property characterization. Let $g(\theta)$ be a polynomial function of $\theta$ as given in (1.1) - (1.2), suppose Assumption 2.3 holds, and let $S \in \mathbb{F}_q$ be any matrix such that $\overline{SG}(x)$ has the form (6.6) with $F = G$. Then, the FRALD-T property is satisfied if and only

$$
\text{rank}\{\overline{SG}(x)\} = q \quad \text{for almost all } x \in \mathbb{R}^p.
$$

(6.7)

6.2. Characterization of convergence for Wald statistics

We now establish that failure of the FRALD-T condition entails that Wald-type statistics diverge under $\mathcal{H}_0$.

**Theorem 6.4** Divergence condition. Suppose the Assumptions 2.1, 2.2 and 2.3 hold, and $g(\hat{\theta}) = 0$ for the true unknown value $\hat{\Theta}$. If $g(\theta)$ is a polynomial function as given in (1.1) - (1.2) but
Assumption 5.2 [FRALD-T property] is not satisfied for $g(\theta)$, then $W_T(\hat{\theta}_T; g, \hat{V}_T)$ in (2.3) diverges in probability to $+\infty$.

On combining Theorems 5.2 and 6.4, we finally see that the FRALD-T property is both necessary and sufficient for a limit distribution of $W_T(\hat{\theta}_T; g, \hat{V}_T)$ to exist under $\mathcal{H}_0$.

**Corollary 6.5** NECESSARY AND SUFFICIENT CONDITION FOR WALD STATISTIC CONVERGENCE. Suppose the Assumptions 2.1, 2.2 and 2.3 hold. If $g(\theta)$ is a polynomial function as given in (1.1) - (1.2) and if the true unknown value $\bar{\theta}$ satisfies $g(\bar{\theta}) = 0$, then $W_T(\hat{\theta}_T; g, \hat{V}_T)$ in (2.3) converges if and only if Assumption 5.2 is satisfied.

7. Conclusion

This paper provides a complete characterization of the limit properties of the Wald statistic for testing polynomial restrictions under assumptions that include the standard asymptotic Gaussianity. General distributional results in the case of one restriction demonstrate that uniform bounds on the distribution and on critical values can provide tests with correct asymptotic level. Derivations for some specific cases (such as product restrictions) show that the bounds can be significantly tightened in many cases. When there is more than one polynomial restriction divergence of the Wald statistic under the null is possible, even with asymptotically Gaussian parameter estimates. A necessary and sufficient condition for convergence of the distribution of the statistic under the null hypothesis is provided, and a construction that would verify whether the condition holds is outlined in the proofs of Lemmas 6.1 and 6.2.

Thus only a full investigation of the restrictions at every point in the algebraic variety induced by the null can indicate: (1) whether singular points exist, (2) whether (with several restrictions) there are any points at which divergence occurs, and (3) what forms the limit distributions can take on the algebraic variety studied. A practical implementation of such an investigation would require establishing minimal degrees of homogeneity of polynomial functions based on estimated polynomials. This could be implemented by using “superconsistent estimators”, but implementing such methods goes beyond the scope of this paper.

Barring such a complete investigation, we note that, due to the possibility of divergence, employing the Wald statistic to test more than one restriction is risky as the test may have size arbitrarily close to one. There are various methods for combining several restrictions into one such as combining results from tests of individual restrictions or combining the multiple restrictions into one that defines the same algebraic variety.

Finally, for one restriction the results on the bounds on the distribution of the test statistic and on the critical values make it possible to implement conservative tests based on the Wald statistic.
A. UNDERREJECTIONS AND OVERREJECTIONS: EXAMPLES

Appendix

A. Underrejections and overrejections: examples

The derivations in the examples below assume $Z \sim N(0, I)$ and (except for Example 2.3) $J = V = \hat{V}_T = I$.

Example 2.1. (i) If $\theta_1 = 0$ is a regular linear hypothesis, so the asymptotic distribution under $H_0$ is $\chi^2_1$. (ii) For $g(\theta) = \theta_1^2$, we have:

$$W_T(\hat{\theta}_T; g, \hat{V}_T) = T \frac{\hat{\theta}_T^2}{\hat{\theta}_1^2} = \frac{1}{4} T \hat{\theta}_1^2 = \frac{1}{4} \left[ T \left( \hat{\theta}_1 - \theta \right) \right]^2 \xrightarrow{p} \frac{1}{4} T^2 \sim \chi^2_1. \quad (A.1)$$

The usual critical value is conservative in this case.

Example 2.2. For $g(\theta) = \theta_1 \theta_2$, we have $G(\theta) = (\theta_2, \theta_1)$ and

$$W_T(\hat{\theta}_T; g, \hat{V}_T) = \frac{T g'(\hat{\theta}_T) [G(\hat{\theta}_T) \hat{V}_T G(\hat{\theta}_T)]^{-1} g(\hat{\theta}_T)}{\hat{\theta}_1^2 + \hat{\theta}_2^2} = T \frac{\hat{\theta}_1^2 \hat{\theta}_2^2}{\hat{\theta}_1^2 + \hat{\theta}_2^2}. \quad (A.2)$$

(i) If $\theta_1 = 0$ and $\theta_2 \neq 0$, then

$$W_T(\hat{\theta}_T; g, \hat{V}_T) \xrightarrow{T \to \infty} \frac{\hat{\theta}_1^2 \hat{\theta}_2^2}{\hat{\theta}_1^2 + \hat{\theta}_2^2} T \sim \chi^2_1 \quad (A.3)$$

and similarly if $\theta_1 \neq 0$ and $\theta_2 = 0$. These represent regular cases. (ii) If $\theta_1 = \theta_2 = 0$,

$$W_T(\hat{\theta}_T; g, \hat{V}_T) \xrightarrow{T \to \infty} \frac{Z_1^2 Z_2^2}{Z_1^2 + Z_2^2}. \quad (A.4)$$

The above limit random variable does not follow a chi-square distribution. However, it can be bounded a chi-square distribution. The spherically distributed (standard Gaussian) vector $(Z_1, Z_2)'$ can be viewed in polar coordinates: $r(\sin \phi, \cos \phi)'$, where $r = (Z_1^2 + Z_2^2)^{1/2}$ and $\sin \phi = Z_1 / r, \cos \phi = Z_2 / r$. $\phi$ is distributed uniformly over $[0, 2\pi]$ and independently of $r$.

Then

$$\frac{Z_1^2 Z_2^2}{Z_1^2 + Z_2^2} = \frac{r^4}{r^2 \sin^2 \phi \cos^2 \phi} = \frac{r^2}{4} \sin^2 (2\phi) = \frac{1}{4} r^2 \sin^2 2\phi \quad (A.5)$$

where the distribution of $\sin 2\phi$ is the same as that of $\sin \phi$ and thus the limit distribution is the same as for

$$\frac{1}{4} r^2 \sin^2 \phi = \frac{1}{4} Z_1^2 \sim \chi^2_1 \quad (A.6)$$

Example 2.3. The limit forms of the statistic in the non-standard cases when more than one $\hat{\theta}_i$ is
zero are obtained by substituting the limit variables \( X \) for \( \hat{\theta}_T \) and the limit elements of the \( \hat{V}_T \) matrix into the expression for the Wald statistic. Convergence follows from Slutsky’s theorem and the fact that \( \Delta_i \neq 0 \) with probability one for \( i = 0, 1, 2, 3 \).

**Example 2.4** For \( g(\theta) = \theta_1^2 + \cdots + \theta_p^2 \), we have:

\[
W_T(\hat{\theta}_T; g, \hat{V}_T) = T g'(\hat{\theta}_T) \left[ G(\hat{\theta}_T)G(\hat{\theta}_T)' \right]^{-1} g(\hat{\theta}_T)
\]

\[
= T \frac{(\hat{\theta}_1^2 + \cdots + \hat{\theta}_p^2)^2}{4(\hat{\theta}_1^2 + \cdots + \hat{\theta}_p^2)} = \frac{1}{4} T (\hat{\theta}_1^2 + \cdots + \hat{\theta}_p^2)
\]

\[
\lim_{T \to \infty} \frac{1}{4} (Z_1^2 + \cdots + Z_p^2) \sim \frac{1}{4} \chi^2_p.
\]

(A.7)

**Example 2.5** For \( g(\theta) = \theta_1^3 - \theta_2^3 \), we have \( G = \begin{pmatrix} 3\theta_1^2 + 2\theta_1 & -2\theta_2 \end{pmatrix} \). Then

\[
W_T = T \frac{(\hat{\theta}_1^3 + \hat{\theta}_1^2 - \hat{\theta}_2^2)^2}{9\hat{\theta}_1^4 + 12\hat{\theta}_1^3 + 4\hat{\theta}_1^2 + 4\hat{\theta}_2^2}.
\]

At \( \bar{\theta}_1 = \bar{\theta}_2 = 0 \) we get that \( W_T \overset{p}{\to} \frac{(\bar{Z}_1^2 - \bar{Z}_2^2)^2}{4(\bar{Z}_1^2 + \bar{Z}_2^2)} \). As in Example 2.2, on substituting the same spherical coordinates \( r(\sin \phi, \cos \phi) \) for \((Z_1, Z_2)\), we get

\[
\frac{(Z_1^2 - Z_2^2)^2}{4(Z_1^2 + Z_2^2)} = \frac{1}{4} r^2 \cos^2 2\phi \sim \frac{1}{4} Z_1^2 \sim \frac{1}{4} \chi_1.
\]

(A.9)

**Example 2.6** For \( q = 2 \) and \( g(\theta) = [\theta_1^2, \theta_1 \theta_2] \), we have:

\[
G(\theta) = \begin{bmatrix} 2\theta_1 & 0 \\ \theta_2 & 2\theta_1 \theta_2 \end{bmatrix},
\]

(A.10)

\[
W_T(\hat{\theta}_T; g, \hat{V}_T) = T g'(\hat{\theta}_T) \left[ G(\hat{\theta}_T)G(\hat{\theta}_T)' \right]^{-1} g(\hat{\theta}_T)
\]

\[
= T \left( \begin{array}{c} \hat{\theta}_1^2 \\ \hat{\theta}_1 \hat{\theta}_2 \end{array} \right)' \left[ \begin{array}{cc} 2\hat{\theta}_1 & 0 \\ \hat{\theta}_2 & 2\hat{\theta}_1 \hat{\theta}_2 \end{array} \right]^{-1} \left( \begin{array}{c} \hat{\theta}_1^2 \\ \hat{\theta}_1 \hat{\theta}_2 \end{array} \right) = T \frac{4\hat{\theta}_1^2 + \hat{\theta}_2^2}{16}.
\]

(A.11)

(i) If \( \bar{\theta}_1 = \bar{\theta}_2 = 0 \),

\[
W_T(\bar{\theta}_T; g, \hat{V}_T) = T \frac{4\bar{\theta}_1^2 + \bar{\theta}_2^2}{16} \overset{p}{\to} \frac{1}{4} \chi_1^2 + \frac{1}{16} Z_2^2 \sim \frac{1}{4} \chi_1^2 + \frac{1}{16} \chi_1^2.
\]

(A.12)

The asymptotic distribution is \( \frac{1}{4} \chi_1^2 + \frac{1}{16} Z_2^2 \), is a linear combination of two independent \( \chi_1^2 \). Since \( \frac{1}{4} Z_1^2 + \frac{1}{16} Z_2^2 \leq \frac{1}{4} (Z_1^2 + Z_2^2) \), its distribution is bounded by \( \frac{1}{4} \chi_1^2 \) distribution. (ii) If \( \bar{\theta}_1 = 0 \) and \( \bar{\theta}_2 \neq 0 \),
the null hypothesis holds, and

\[ W_T (\hat{\theta}_T; g, \hat{V}_T) = T \frac{4\hat{\theta}_1^2 + \hat{\theta}_2^2}{16} = \frac{4T \theta_1^2 + T \theta_2^2}{16} \to \frac{4Z_1^2 + \theta_2^2}{16}. \]  

(A.13)

As \( T \to \infty \) \( W_T (\hat{\theta}_T; g, \hat{V}_T) \) diverges to \( +\infty \).

**B. Proofs**

**Proof of Theorem 3.1** Using the representation given by (3.2) - (3.8), we can write:

\[ g(\hat{\theta}_T) = \bar{g}(\hat{\theta}_T - \bar{\theta}) + \bar{r}(\hat{\theta}_T - \bar{\theta}) \tag{B.1} \]

where

\[ \bar{g}(\hat{\theta}_T - \bar{\theta}) = g[\hat{\theta}_T - \bar{\theta}; \bar{s}, \bar{\theta}] = \sum_{j_1, \ldots, j_p = s} c(j_1, \ldots, j_p; \bar{\theta}) \prod_{k=1}^{p} (\hat{\theta}_k - \bar{\theta}_k)^{j_k}, \tag{B.2} \]

\[ \bar{r}(\hat{\theta}_T - \bar{\theta}) = \sum_{i = s+1}^{m} g[\hat{\theta}_T - \bar{\theta}; i, \bar{\theta}], \tag{B.3} \]

with \( \bar{s} = s(\bar{\theta}) \). On multiplying both sides of (B.1) by \( T^{\bar{s}/2} \), we get:

\[ T^{\bar{s}/2} g(\hat{\theta}_T) = T^{\bar{s}/2} \bar{g}(\hat{\theta}_T - \bar{\theta}) + T^{\bar{s}/2} \bar{r}(\hat{\theta}_T - \bar{\theta}), \tag{B.4} \]

\[ T^{\bar{s}/2} \bar{g}(\hat{\theta}_T - \bar{\theta}) = \sum_{j_1, \ldots, j_p = \bar{s}} c(j_1, \ldots, j_p; \bar{\theta}) \prod_{k=1}^{p} \left[ T^{1/2}(\hat{\theta}_k - \bar{\theta}_k) \right]^{j_k}, \tag{B.5} \]

\[ T^{\bar{s}/2} \bar{r}(\hat{\theta}_T - \bar{\theta}) = \sum_{i = \bar{s}+1}^{m} T^{(\bar{s}-i)/2} \sum_{j_1, \ldots, j_p = i} c(j_1, \ldots, j_p; \bar{\theta}) \prod_{k=1}^{p} \left[ T^{1/2}(\hat{\theta}_k - \bar{\theta}_k) \right]^{j_k}. \tag{B.6} \]

By Assumption 2.1, \( \sqrt{T}(\hat{\theta}_T - \bar{\theta}) \xrightarrow{T \to \infty} Y \) where \( Y = JZ = (Y_1, \ldots, Y_p)' \), hence

\[ \prod_{k=1}^{p} \left[ T^{1/2}(\hat{\theta}_k - \bar{\theta}_k) \right]^{j_k} \xrightarrow{T \to \infty} \prod_{k=1}^{p} Y_k^{j_k}, \tag{B.7} \]

\[ T^{\bar{s}/2} \bar{g}(\hat{\theta}_T - \bar{\theta}) \xrightarrow{T \to \infty} \sum_{j_1, \ldots, j_p = \bar{s}} c(j_1, \ldots, j_p; \bar{\theta}) \prod_{k=1}^{p} Y_k^{j_k} = g[Y; \bar{s}; \bar{\theta}] = \bar{g}(Y), \tag{B.8} \]

\[ T^{\bar{s}/2} \bar{r}(\hat{\theta}_T - \bar{\theta}) = o_p(1). \tag{B.9} \]

The last equation follows from (B.7) and the fact that \( T^{(\bar{s}-i)/2} \to 0 \) for \( i > \bar{s} \). Thus,

\[ T^{\bar{s}/2} g(\hat{\theta}_T) \xrightarrow{T \to \infty} g(YZ), \tag{B.10} \]

\[ T^{\bar{s}/2} \left[ g(\hat{\theta}_T) - \bar{g}(\hat{\theta}_T - \bar{\theta}) \right] = T^{\bar{s}/2} \bar{r}(\hat{\theta}_T - \bar{\theta}) = o_p(1). \tag{B.11} \]
B. PROOFS

By differentiation of the functions in (B.1), we can write:

\[ G(\theta) = \bar{G}(\theta - \hat{\theta}) + \bar{R}(\theta - \hat{\theta}), \]

(B.12)

with

\[
\bar{G}(\theta - \hat{\theta}) = \frac{\partial \bar{g}(\theta - \hat{\theta})}{\partial \theta'} = \frac{\partial \bar{g}(\theta)}{\partial (\theta - \hat{\theta})'} = \sum_{j_1 + \cdots + j_p = \bar{s}} c(j_1, \ldots, j_p; \hat{\theta}) M_k[\theta - \hat{\theta}; j_1, \ldots, j_p]', \]

(B.13)

\[
\bar{R}(\theta - \hat{\theta}) = \sum_{i=\bar{s}+1}^m \sum_{j_1 + \cdots + j_p = i} c(j_1, \ldots, j_p; \hat{\theta}) M_k[\theta - \hat{\theta}; j_1, \ldots, j_p]', \]

(B.14)

where \( M[x; j_1, \ldots, j_p] = (M_1[x; j_1, \ldots, j_p], \ldots, M_p[x; j_1, \ldots, j_p])' \) and

\[
M_k[x; j_1, \ldots, j_p] = \frac{\partial}{\partial x_k} \left( \prod_{h=1}^p x_h^{j_h} \right) = j_k x_k^{j_k-1} \prod_{h=1, h \neq k}^p x_h^{j_h}, \quad x \in \mathbb{R}^p, \quad k = 1, \ldots, p. \]

(B.15)

Since the polynomials in \( \bar{G}(\theta - \hat{\theta}) \) have degree \( \bar{\gamma} = \bar{s} - 1 \), we have:

\[
T^{\bar{\gamma}/2} G(\hat{\theta}_T) = T^{\bar{\gamma}/2} \bar{G}(\hat{\theta}_T - \hat{\theta}) + T^{\bar{\gamma}/2} \bar{R}(\hat{\theta}_T - \hat{\theta}),
\]

(B.16)

\[
T^{\bar{\gamma}/2} \bar{G}(\hat{\theta}_T - \hat{\theta}) = \sum_{j_1 + \cdots + j_p = \bar{s}} c(j_1, \ldots, j_p; \hat{\theta}) T^{\bar{\gamma}/2} M_k(\hat{\theta}_T - \hat{\theta}; j_1, \ldots, j_p)',
\]

(B.17)

\[
\sum_{j_1 + \cdots + j_p = \bar{s}} \frac{p}{T^{\rightarrow \infty}} c(j_1, \ldots, j_p; \hat{\theta}) M_k(Y; j_1, \ldots, j_p)' \equiv \bar{G}(Y) = \bar{G}(J Z),
\]

where again \( T^{(\bar{\gamma}-i)/2} \rightarrow 0 \) for \( i > \bar{s} \). Thus

\[
T^{\bar{\gamma}/2} G(\hat{\theta}_T) \xrightarrow{T \rightarrow \infty} \bar{G}(Y) = \bar{G}(J Z).
\]

(B.19)

Now, the Student-type statistic can be rewritten as

\[
t_T(\hat{\theta}_T; g, \hat{\theta}_T) = \frac{T^{1/2} g(\hat{\theta}_T)}{[G(\hat{\theta}_T) \hat{\theta}_T G(\hat{\theta}_T)']^{1/2}} \]

(B.20)
Using Assumptions 2.1 - 2.2 and the limits obtained above, we get
\[ t_T(\hat{\theta}_T; g, \hat{V}_T) = \frac{T^{(\bar{\gamma}+1)/2}g(\hat{\theta}_T)}{\left((T^{\bar{\gamma}/2}G(\hat{\theta}_T))V_T(T^{\bar{\gamma}/2}G(\hat{\theta}_T))'\right)^{1/2}}. \] (B.21)

Using Assumptions 2.1 - 2.2 and the limits obtained above, we get
\[ t_T(\hat{\theta}_T; g, \hat{V}_T) \xrightarrow{P} t(\hat{\theta}; g, V), \] (B.22)
\[ t(\hat{\theta}; g, V) := \frac{\bar{g}(Y)}{[\bar{G}(Y)V\bar{G}(Y)']^{1/2}}. \] (B.23)

Further, since \( \bar{g}(x) \) is homogeneous of degree \( \bar{s} \), Euler’s theorem yields the identity:
\[ \bar{g}(Y) = \left( \frac{1}{\bar{s}} \right) \bar{G}(Y) Y, \] (B.24)

hence
\[ t(\hat{\theta}; g) = \frac{1}{\bar{s}} \frac{\bar{G}(Y) Y}{[\bar{G}(Y)V\bar{G}(Y)']^{1/2}} = \left( \frac{1}{\bar{s}} \right) \frac{\bar{G}(JZ)JZ}{[\bar{G}(JZ)JZ']^{1/2}} = \left( \frac{1}{\bar{s}} \right) \frac{\bar{G}^*(Z)Z}{[\bar{G}^*(Z)\bar{G}^*(Z)']^{1/2}}, \] (B.25)

where \( \bar{G}^*(Z) = \bar{G}(JZ)J \). The result for the Wald-type statistic \( W_T(\hat{\theta}_T; g, \hat{V}_T) \) follows on observing that
\[ W_T(\hat{\theta}_T; g, \hat{V}_T) = Tg(\hat{\theta}_T)'[G(\hat{\theta}_T)\hat{V}_T G(\hat{\theta}_T)']^{-1}g(\hat{\theta}_T) \]
\[ = T \frac{g(\hat{\theta}_T)^2}{G(\hat{\theta}_T)\hat{V}_T G(\hat{\theta}_T)'} = t_T(\hat{\theta}_T; g, \hat{V}_T)^2 \] (B.26)

hence
\[ W_T(\hat{\theta}_T; g, \hat{V}_T) \xrightarrow{P} t(\hat{\theta}; g)^2 = \left( \frac{1}{\bar{s}} \right)^2 \frac{1}{\bar{s}^2} \frac{[\bar{G}^*(Z)Z]^2}{[\bar{G}^*(Z)\bar{G}^*(Z)']^{1/2}} = \left( \frac{1}{\bar{s}} \right)^2 \frac{[\bar{G}^*(Z)Z]^2}{\|\bar{G}^*(Z)\|^2}. \] (B.27)

This concludes the proof. \( \square \)

**PROOF OF THEOREM 3.2** Since \( \bar{g}(\theta) := g[\theta - \hat{\theta}; s(\hat{\theta}), \hat{\theta}] \) in (3.8) is homogeneous of degree \( 1 + \bar{\gamma}(\hat{\theta}) \) with respect to \( \theta - \hat{\theta} \), the functions \( \bar{G}(z) \) defined in (3.11) and \( \bar{G}^*(z) = \bar{G}(Jz)J \) are homogeneous of degree \( \bar{\gamma}(\hat{\theta}) \). Thus
\[ \bar{G}^*(U) = \bar{G}^*(Z') = \|Z\|^{-\bar{\gamma}(\hat{\theta})} \bar{G}^*(Z), \] (B.28)
and the identities (3.18)-(3.19) follow. When \( Z \) is spherically symmetric, the fact that \( U \) and \( \| Z \| \) are independent is a consequence of the fact the density of \( Z \) is constant on spheres. Finally, when \( Z \sim N(0, I_p) \), \( \| Z \|^2 \) is a sum of \( p \) independent \( \chi^2_1 \) variables, so \( \| Z \|^2 \sim \chi^2_p \). \( \square \)

**PROOF OF THEOREM 4.1**  
By (3.13), we get on using the Cauchy-Schwarz inequality:  
\[
|t(\tilde{\theta}; g, V)| = \frac{1}{1 + \gamma(\tilde{\theta})} \frac{\| \tilde{G}(Z) \|}{\| \tilde{\gamma}(\tilde{Z}) \|} \leq \frac{1}{1 + \gamma(\tilde{\theta})} \frac{\| \tilde{G}(Z) \|}{\| \tilde{\gamma}(\tilde{Z}) \|} = \frac{1}{1 + \gamma(\tilde{\theta})} \| Z \|.  
\]  
If \( \gamma(\tilde{\theta}) = 0 \), \( \tilde{G}(Z) \) is a non-zero fixed vector by the definition of \( \gamma(\tilde{\theta}) \) [see (3.6)-(3.7)], and the inequalities (4.1) follow on observing that \( W(\tilde{\theta}; g, V) = t(\tilde{\theta}; g, V)^2 \). When \( Z \sim N(0, I_p) \), we get using (3.20) that \( \tau(\tilde{\theta})Z \sim (0, 1) \) and \( W(\tilde{\theta}; g, V) \sim \chi^2_1 \). If \( \gamma(\tilde{\theta}) \geq 1 \), (4.2) and (4.3) also follow from (B.30). Since \( \| Z \|^2 \sim \chi^2_p \) when \( Z \sim N(0, I_p) \), the global inequalities (4.4)-(4.5) follow by combining (4.1), (4.2) and (4.3). \( \square \)

**PROOF OF PROPOSITION 4.2**  
If \( q \geq p \), the result is trivial because the \( \chi^2_q \) distribution dominates the \( \chi^2_p \) distribution. So we consider \( q < p \). If \( y \) is large, the density functions of \( \chi^2_q \) and \( \chi^2_p/\zeta \) random variables are monotonically decreasing. Let us denote by \( f_{\chi}(\chi) \) the density function of a random variable \( X \). We will now establish that we can find \( \bar{y}_0 > 0 \) for which  
\[
f_{\chi^2_q}(y) \geq f_{\chi^2_p/\zeta}(y) \quad \text{when} \quad y \geq \bar{y}_0.  
\]  
The probability density functions of the \( \chi^2_q \) and \( \chi^2_p/\zeta \) distributions are:  
\[
f_{\chi^2_q}(y) = \frac{1}{2^{q/2} \Gamma(q/2)} y^{(q/2) - 1} \exp(-y/2), \tag{B.32}
\]
\[
f_{\chi^2_p/\zeta}(y) = \frac{\zeta}{2^{p/2} \Gamma(p/2)} (\zeta y^{(p/2) - 1} \exp(-\zeta y/2), \tag{B.33}
\]

due the ratio  
\[
\frac{f_{\chi^2_q}(y)}{f_{\chi^2_p/\zeta}(y)} = 2^{\frac{p-q}{2}} \frac{\Gamma(p/2)}{\Gamma(q/2)} \frac{1}{\zeta^{(p/2)}} y^{(q-p)/2} \exp[\{(\zeta - 1)y/2\}] = 2^{\frac{p-q}{2}} \frac{\Gamma(p/2)}{\Gamma(q/2)} \frac{1}{\zeta^{(p/2)}} \exp\{[(\zeta - 1)y - (p - q) \ln(y)]/2\}. \tag{B.34}
\]

Since \( (\zeta - 1) > 0 \) and \( (p - q) > 0 \), this ratio goes to zero as \( y \to +\infty \), so (B.31) holds for \( y \) large enough, say for \( y \geq \bar{y}_0 \), hence  
\[
\mathbb{P}[\chi^2_q > y] \geq \mathbb{P}[\chi^2_p/\zeta > y] \quad \text{for} \quad y \geq \bar{y}_0. \tag{B.35}
\]
B. PROOFS

If \( \bar{\alpha} = \mathbb{P}[\chi_{\bar{p}}^2 / \zeta > \bar{y}] \) for some \( \bar{y} \geq \bar{y}_0 \), we have:

\[
\mathbb{P}[\chi_q^2 > y] \geq \mathbb{P}[\chi_{\bar{p}}^2 / \zeta > y] \quad \text{for} \quad y \geq \bar{y}.
\]

(B.36)

\[
\square
\]

PROOF OF PROPOSITION 4.3 The proof of this dominance result is based on observing that

\[
G_i(\theta) = \frac{\partial g}{\partial \theta_i'} = H_i(\theta_i) h_i, \quad h_i = \prod_{j=1}^{n} h_j(\theta_j), \quad H_i(\theta_i) = \frac{\partial h_i}{\partial \theta_i'}(\theta_i),
\]

for \( i = 1, \ldots, n \), hence

\[
W(y; g, \bar{\Sigma}_T) = \frac{g(y)^2}{G(y) \bar{\Sigma}_T G(y)'} = \frac{h_1(y_1)^2 \cdots h_n(y_n)^2}{H_1(y_1) \bar{\Sigma}_T H_1(y_1)'+H_1(y_1) \bar{\Sigma}_T H_1(y_1)'+ \cdots + H_n(y_n) \bar{\Sigma}_T H_n(y_n)'+H_n(y_n) \bar{\Sigma}_T H_n(y_n)'}.
\]

(B.38)

Let \( 1 \leq i \leq n \). If \( H_i(y_i) \bar{\Sigma}_T H_i(y_i)' > 0 \), we can consider two distinct cases: if \( h_i = 0 \), we have

\[
W(y; g, \bar{\Sigma}_T) = 0 \leq \frac{h_i(y_i)^2}{H_i(y_i) \bar{\Sigma}_T H_i(y_i)'} = W(Y_i, h_i, \bar{\Sigma}_T);
\]

(B.39)

if \( h_i \neq 0 \), we have

\[
W(y; g, \bar{\Sigma}_T) = \frac{h_i(y_i)^2}{H_i(y_i) \bar{\Sigma}_T H_i(y_i)' + \sum_{j \neq i} [H_j(y_j) \bar{\Sigma}_T H_j(y_j)' h_j^2(y_j) / h_i^2(y_i)]} \leq \frac{h_i(y_i)^2}{H_i(y_i) \bar{\Sigma}_T H_i(y_i)'} = W(y; h_i, \bar{\Sigma}_T).
\]

(B.40)

Thus \( W(Y; g, \bar{\Sigma}_T) \leq W(Y_i; h_i, \bar{\Sigma}_T) \) when \( \Delta_i > 0 \), and (4.14) is established. When \( g(Y) \neq 0 \) and \( \Delta_1 > 0, \ldots, \Delta_n > 0 \), (4.14) holds for all \( 1 \leq i \leq n \) and (4.15) follows. Further, in this case, we can observe that

\[
W(Y; g, \bar{\Sigma}_T) = \left\{ \sum_{i=1}^{n} [H_i(Y_i) \bar{\Sigma}_T H_i(Y_i)' / h_i(Y_i)^2] \right\}^{-1} \geq \left\{ \sum_{i=1}^{n} \frac{1}{W(Y_i; h_i, \bar{\Sigma}_T)} \right\}^{-1}
\]

(B.41)

so \( nW(Y; g, \bar{\Sigma}_T) \) is the harmonic mean of \( W(Y_1; h_1, \bar{\Sigma}_T), \ldots, W(Y_n; h_n, \bar{\Sigma}_T) \). (4.16) follows on applying classical inequalities between harmonic, geometric and arithmetic means; see Mitrović and Vasić (1970, Section 2.1) or Cloud and Drachman (1998, Section 3.4).

(B.42)

PROOF OF PROPOSITION 4.4 This result follows directly on applying Proposition 4.3 to \( W(Y; g, \bar{\Sigma}_T) \), and Proposition 4.1 to the statistics \( W(Y; h_i, \bar{\Sigma}_T) \) associated with different fac-
where \( \bar{\theta} \). □

**Proof of Proposition 4.5** If \( g(y) = y_1^{\nu_1} \cdots y_p^{\nu_p} \), we see easily that \( G(y) = \left[ \frac{\partial g}{\partial y_1}, \ldots, \frac{\partial g}{\partial y_p} \right] \) with

\[
\frac{\partial g}{\partial y_j} = n_j y_j^{\nu_j - 1} \prod_{h=1, h \neq j}^p y_h^{\nu_h} = \frac{v_j g(y)}{y_j}, \quad j = 1, \ldots, p,
\]

so that

\[
G(y)G(y)' = \left( \sum_{j=1}^p \left( \frac{v_j}{y_j} \right) \right)^{-1} \leq \left( \frac{v_j}{y_j} \right)^{-2} = \left( \frac{y_j}{v_j} \right)^2, \quad j = 1, \ldots, p.
\]

This entails (4.36). □

**Proof of Proposition 4.7** This result is a direct consequence of (3.31) along with Theorem 2.1 of Pillai and Meng (2016). Since \( \min_{1 \leq i \leq p} v_i^2 \leq \left( \sum_{j=1}^p v_j \right)^2 \) for \( 1 \leq r \leq p \), the bound \( (\chi_1^2) \langle \min_{1 \leq i \leq p} v_i^2 \rangle \) dominates the expression in (4.1) for any \( 1 \leq r \leq p \). □

**Proof of Theorem 5.1** We want to show that the Wald-type statistic \( W_T(\hat{\theta}_T; g, \hat{V}_T) \) has the same asymptotic distribution as

\[
W_T(\hat{\theta}_T; g, V) = T \hat{g}(\hat{\theta}_T)' \left[ \hat{G}(\hat{\theta}_T - \bar{\theta}) V \hat{G}(\hat{\theta}_T - \bar{\theta}) \right]^{-1} \hat{g}(\hat{\theta}_T).
\]

By considering the \( q \) components of the function \( g(\theta) \), we can reproduce component by component the proof of Theorem 3.1: for \( l = 1, \ldots, q \), we get

\[
T^{\gamma_l/2} g_l(\hat{\theta}_T) \xrightarrow{T \to \infty} \bar{g}_l(Y), \quad T^{\gamma_l/2} \left[ g_l(\hat{\theta}_T) - \bar{g}_l(\hat{\theta}_T - \bar{\theta}) \right] = o_p(1),
\]

where \( \bar{\gamma}_l := s_l(\bar{\theta}) = 1 + \bar{\gamma}_l \) and

\[
\bar{g}_l(Y) = \sum_{j_1 + \cdots + j_p = \bar{\gamma}_l} c_l(j_1, \ldots, j_p; \bar{\theta}) \prod_{k=1}^p |Y_k|^{j_k},
\]

\[
T^{\bar{\gamma}_l/2} G_l(\hat{\theta}_T) \xrightarrow{T \to \infty} \bar{G}_l(Y), \quad T^{\bar{\gamma}_l/2} \left[ G_l(\hat{\theta}_T) - \bar{G}_l(\hat{\theta}_T - \bar{\theta}) \right] = o_p(1),
\]

\[
\bar{G}_l(\theta - \bar{\theta}) = \frac{\partial \bar{g}_l(\theta)}{\partial \theta'} = \frac{\partial \bar{g}_l(\theta)}{\partial (\theta - \bar{\theta})} = \sum_{j_1 + \cdots + j_p = \bar{\gamma}_l} c_l(j_1, \ldots, j_p; \bar{\theta}) M_k(\theta - \bar{\theta}; j_1, \ldots, j_p)',
\]

\[
\bar{G}_l(Y) = \sum_{j_1 + \cdots + j_p = \bar{\gamma}_l} c_l(j_1, \ldots, j_p; \bar{\theta}) M_k(Y; j_1, \ldots, j_p)'.
\]
where \( M_k(\cdot) \) is defined in (B.15). Setting \( \Delta_T(\hat{\theta}) := \text{diag}[T_{\bar{h}_1}/2, \ldots, T_{\bar{h}_l}/2] \), we then have:

\[
T^{1/2} \Delta_T(\bar{\theta}) \bar{g}(\bar{\theta} T) \xrightarrow{p \to \infty} \bar{g}(Y), \quad \Delta_T(\bar{\theta}) \bar{G}(\bar{\theta} T) \xrightarrow{p \to \infty} \bar{G}(Y), \tag{B.51}
\]

\[
T^{1/2} \Delta_T(\bar{\theta}) \bar{g}(\bar{\theta} T - \bar{\theta}) \xrightarrow{p \to \infty} \bar{g}(Y), \quad \Delta_T(\bar{\theta}) \bar{G}(\bar{\theta} T - \bar{\theta}) \xrightarrow{p \to \infty} \bar{G}(Y). \tag{B.52}
\]

By Assumption 2.1 and 2.2, \( \hat{V}_T \xrightarrow{T \to \infty} V \) where \( V = JJ' \) is invertible, so that

\[
[\Delta_T(\bar{\theta}) \bar{G}(\bar{\theta} T)] \hat{V}_T [\Delta_T(\bar{\theta}) \bar{G}(\bar{\theta} T)]' \xrightarrow{p \to \infty} \bar{G}(Y) V \bar{G}(Y)', \tag{B.53}
\]

\[
[\Delta_T(\bar{\theta}) \bar{G}(\bar{\theta} T - \bar{\theta})] \hat{V}_T [\Delta_T(\bar{\theta}) \bar{G}(\bar{\theta} T - \bar{\theta})]' \xrightarrow{p \to \infty} \bar{G}(Y) V \bar{G}(Y)' \tag{B.54}
\]

Since the matrix of polynomials \( \bar{G}(\bar{\theta}) \) has full rank \( q \) (as a matrix of polynomials) and the vector \( Y \) is absolutely continuous, the random matrix \( \bar{G}_1(Y) V \bar{G}_1(Y)' \) is almost surely nonsingular. By Slutsky’s theorem, we thus have

\[
\{[\Delta_T(\bar{\theta}) \bar{G}(\bar{\theta} T)] \hat{V}_T [\Delta_T(\bar{\theta}) \bar{G}(\bar{\theta} T)]'\}^{-1} \xrightarrow{p \to \infty} \{\bar{G}(Y) V \bar{G}(Y)\}^{-1}, \tag{B.55}
\]

\[
\{[\Delta_T(\bar{\theta}) \bar{G}(\bar{\theta} T - \bar{\theta})] \hat{V}_T [\Delta_T(\bar{\theta}) \bar{G}(\bar{\theta} T - \bar{\theta})]'\}^{-1} \xrightarrow{p \to \infty} \{\bar{G}(Y) V \bar{G}(Y)\}^{-1}, \tag{B.56}
\]

hence

\[
W_T(\bar{\theta}; g, \hat{V}_T) = T \bar{g}(\bar{\theta} T)' [\bar{G}(\bar{\theta} T) \hat{V}_T \bar{G}(\bar{\theta} T)']^{-1} \bar{g}(\bar{\theta} T)
\]

\[
= [\Delta_T(\bar{\theta}) T^{1/2} \bar{g}(\bar{\theta} T)' [\Delta_T(\bar{\theta}) \bar{G}(\bar{\theta} T)]']^{-1} [\Delta_T(\bar{\theta}) T^{1/2} \bar{g}(\bar{\theta} T)]
\]

\[
\xrightarrow{p \to \infty} W(\bar{\theta}; g, J), \tag{B.57}
\]

\[
\frac{\hat{W}_T(\bar{\theta}; \bar{g}, V) = T \bar{g}(\bar{\theta} T - \bar{\theta})' [\bar{G}(\bar{\theta} T - \bar{\theta}) V \bar{G}(\bar{\theta} T - \bar{\theta})']^{-1} \bar{g}(\bar{\theta} T - \bar{\theta})}{[\Delta_T(\bar{\theta}) T^{1/2} \bar{g}(\bar{\theta} T - \bar{\theta})' [\bar{G}_T V \bar{G}_T']^{-1} [\Delta_T(\bar{\theta}) T^{1/2} \bar{g}(\bar{\theta} T - \bar{\theta})]}
\]

\[
\xrightarrow{p \to \infty} W(\bar{\theta}; g, J), \tag{B.58}
\]

where \( \bar{G}_T := \Delta_T(\bar{\theta}) \bar{G}(\bar{\theta} T - \bar{\theta}) \) and, using (5.5),

\[
W(\bar{\theta}; g, J) = \bar{g}(Y)' [\bar{G}(Y) V \bar{G}(Y)']^{-1} \bar{g}(Y)
\]

\[
= Y' \bar{G}(Y)' \Lambda(\bar{\theta}) [\bar{G}(Y) V \bar{G}(Y)']^{-1} \Lambda(\bar{\theta}) \bar{G}(Y) Y. \tag{B.59}
\]

Finally, by the definition of \( Y \) and \( \bar{G}^* \), we have \( \bar{G}^*(Z) = \bar{G}(JZ)J \) and

\[
W(\bar{\theta}; g, J) = Z' \bar{G}^*(Z)' \Lambda(\bar{\theta}) [\bar{G}^*(Z) \bar{G}^*(Z)']^{-1} \Lambda(\bar{\theta}) \bar{G}^*(Z) Z. \tag{B.60}
\]
where $R(x) := [R_{kl}(x)]$ and each row $R_k(x) = [R_{k1}(x), \ldots, R_{kp}(x)]$ of $R(x)$ only contains polynomials with lowest order larger than $\bar{s}_k$ (or zeros). The proof is split into three main steps.

1. Let $n_1 \geq 1$ be the number of non-zero rows of $F(x)$ for which the minimum lowest degree of any polynomial is $s_1$, and $I(s_1) = \{i_1, \ldots, i_{n_1}\}$ the indices of the corresponding rows of $F(x)$. Then there is a $q \times q$ permutation matrix $P_1$ such that

$$P_1F(x) = \begin{bmatrix} H_1(x) \\ H_2(x) \end{bmatrix}$$

where $H_1(x) := [P_1F(x)]_1$ is an $n_1 \times p$ matrix containing all the rows with numbers in $I(s_1)$, and $H_2(x) := [P_1F(x)]_2$ contains the other rows of $F(x)$: each row of $H_1(x)$ contains at least one non-zero homogenous polynomial of degree $s_1$ (plus possibly higher-order homogeneous polynomials and zeros) [i.e., the rows with numbers in $I(s_1)$], while the non-zero elements of $H_2(x)$ are polynomials with lowest degree larger than $s_1$. Then

$$P_1F(x) = P_1\hat{F}(x) + P_1R(x), \quad \bar{P_1F}(x) = P_1\hat{F}(x) = \begin{bmatrix} \hat{H}_1(x) \\ \hat{H}_2(x) \end{bmatrix},$$

where $\hat{H}_1(x)$ only contains homogeneous polynomials of degree $s_1$, $\hat{H}_2(x)$ only contains zeros and non-zero homogeneous polynomials of order greater than $s_1$, and $P_1R(x)$ only contains polynomials with lowest degree larger than $s_1$ (or zeros).

2. Let $r_1$ be the number of linearly independent polynomial (row) vectors in $\hat{H}_1(x)$. Clearly, $1 \leq r_1 \leq n_1$. If $r_1 = n_1$, the rows of $\hat{H}_1(x)$ are linearly independent functions, and (6.5) holds on taking $S = P_1$, so that $\hat{H}_1(x) = [\bar{S}\bar{F}(x)]_1$ and $\hat{H}_2(x) = [\bar{S}\bar{F}(x)]_2$.

3. If $r_1 < n_1$, $\hat{H}_1(x)$ contains $r_1$ linearly independent polynomial rows, while the remaining $k_1 = n_1 - r_1$ rows are linear combinations of the rows in the first group. Then we can find a $q \times q$ permutation matrix $P_2$ such that

$$P_2 \begin{bmatrix} \hat{H}_1(x) \\ \hat{H}_2(x) \end{bmatrix} = \begin{bmatrix} \hat{H}_{11}(x) \\ \hat{H}_{21}(x) \\ \hat{H}_2(x) \end{bmatrix}$$

where $\hat{H}_{11}(x)$ is an $r_1 \times p$ matrix obtained by taking $r_1$ linearly independent polynomial rows of $\hat{H}_1(x)$, and $\hat{H}_{21}(x)$ is a $k_1 \times p$ matrix containing the other rows of $\hat{H}_1(x)$. By the definition of linear independence between polynomial vectors [see (2.5)], we can find a $k(s_1) \times q$ constant matrix $C_{21}$

\[ \text{PROOF OF LEMMA 6.1} \quad \text{Since } F(x) \text{ is non-zero, it has at least one row containing a non-zero homogeneous polynomial of degree } s_1, \text{ and similarly for } \tilde{F}(x). \text{ Further, we can write} \]

\[ F(x) = \tilde{F}(x) + R(x) \]
such that $\tilde{H}_{21}(x) = C_{21} \tilde{H}_{11}(x)$. Set

$$Q = \begin{bmatrix} I_{r_1} & 0 & 0 \\ -C_{21} & I_{k_1} & 0 \\ 0 & 0 & I_{q-n_1} \end{bmatrix}, \quad S = QP_2P_1, \quad SR(x) = \begin{bmatrix} R_{11}(x) \\ R_{21}(x) \\ R_{22}(x) \end{bmatrix}, \quad R_2(x) = \begin{bmatrix} R_{21}(x) \\ R_{22}(x) \end{bmatrix}, \quad (B.65)$$

where the matrices $R_{11}(x)$, $R_{21}(x)$ and $R_{22}(x)$ have dimensions $r_1 \times p$, $k_1 \times p$ and $[q-n_1] \times p$ respectively, and only contain polynomial terms with order larger than $s_1$. Clearly $Q$ and $S$ are nonsingular, and

$$SF(x) = SF(x) + SR(x) = \begin{bmatrix} \tilde{H}_{11}(x) + R_{11}(x) \\ R_{21}(x) \\ R_{22}(x) \end{bmatrix} = \begin{bmatrix} \tilde{H}_{11}(x) + R_{11}(x) \\ R_2(x) \end{bmatrix}. \quad (B.67)$$

It is then easy to see that

$$\overline{SF}(x) = \begin{bmatrix} \tilde{H}_{11}(x) \\ R_2(x) \end{bmatrix} = \begin{bmatrix} [SF(x)]_1 \\ [SF(x)]_2 \end{bmatrix}, \quad (B.68)$$

where $\tilde{H}_{11}(x)$ is a matrix whose rows are linearly independent vectors of homogeneous polynomials all with degree $s_1$, and $\tilde{R}_2(x)$ is a matrix whose non-zero elements are polynomials with lowest degree larger than $s_1$. Thus (6.5) holds on setting $[\overline{SF}(x)]_1 := \tilde{H}_{11}(x)$ and $[\overline{SF}(x)]_2 := \tilde{R}_2(x).$ \hfill \square

**Proof of Lemma 6.2** Let $s_1 \geq 0$ be the lowest degree of any non-zero polynomial in $F(x)$. By Lemma 6.1, we can find a matrix $S_1 \in \mathbb{F}_q$ such that

$$S_1F(x) = \begin{bmatrix} [S_1F(x)]_1 \\ [S_1F(x)]_2 \end{bmatrix} \quad (B.69)$$

where $[S_1F(x)]_1$ is an $r_1 \times q$ matrix whose rows are linearly independent vectors of homogeneous polynomials all with degree $s_1$, $1 \leq r_1 \leq q$, and $[S_1F(x)]_2$ is a matrix whose non-zero elements are polynomials with lowest degree larger than $s_1$. If $r_1 = q$ or $[S_1F(x)]_2 = 0$, (6.6) is satisfied with $S = S_1$. Otherwise, let $F_2(x) = [S_1F(x)]_2$, a $(q-r_1) \times p$ matrix, and $s_2$ the lowest degree of any non-zero polynomial in $F_2(x)$. Clearly $s_2 > s_1$, and we can apply Lemma 6.1 to $F_2(x)$: we can find a matrix $Q_2 \in \mathbb{F}_{q-r_1}$ such that

$$Q_2F_2(x) = \begin{bmatrix} [Q_2F_2(x)]_1 \\ [Q_2F_2(x)]_2 \end{bmatrix} \quad (B.70)$$

where $[Q_2F_2(x)]_1$ is an $r_2 \times q$ matrix whose rows are linearly independent vectors of homogeneous polynomials all with degree $s_2$, $1 \leq r_2 \leq q - r_1$, and $[Q_2F_2(x)]_2$ is a matrix whose non-zero elements are polynomials with lowest degree larger than $s_2$. Then, for

$$S_2 = \begin{bmatrix} I_{r_1} & 0 \\ 0 & Q_2 \end{bmatrix} S_1, \quad (B.71)$$
we have:

$$S_2 F(x) = \begin{bmatrix} I_1 & 0 \\ 0 & Q_2 \end{bmatrix} \begin{bmatrix} [S_1 F(x)]_1 \\ [S_1 F(x)]_2 \end{bmatrix} = \begin{bmatrix} [S_1 F(x)]_1 \\ Q_2 [S_1 F(x)]_2 \end{bmatrix} = \begin{bmatrix} [S_1 F(x)]_1 \\ Q_2 F_2(x) \end{bmatrix}$$,

(B.72)

hence on setting $[S_2 F(x)]_1 = [S_1 F(x)]_1$, $[S_2 F(x)]_2 = [Q_2 F_2(x)]_1$ and $[S_2 F(x)]_3 = [Q_2 F_2(x)]_2$,

$$S_2 F(x) = \begin{bmatrix} [S_1 F(x)]_1 \\ Q_2 F_2(x) \end{bmatrix} = \begin{bmatrix} [S_1 F(x)]_1 \\ [Q_2 F_2(x)]_1 \\ [Q_2 F_2(x)]_2 \\ [S_2 F(x)]_3 \end{bmatrix}$$

(B.73)

where $[S_1 F(x)]_1$ and $[S_2 F(x)]_2$ only contain linearly independent vectors of homogeneous polynomials all with degree $s_1$ and $s_2$, and $[S_2 F(x)]_3$ is a matrix whose non-zero elements are polynomials with lowest degree larger than $s_2$.

The same process is repeated as long as the last block $[S_{v-1} F(x)]$ either contains non-zero linearly independent polynomial rows of degree $s_v$ with $0 \leq s_1 < s_2 < \ldots < s_{v-1} < s_v < \infty$, or contains only zeros in which case the corresponding rows in $S_{v-1} F(x)$ are zeros. (6.6) then follows on taking $S = S_{v-1}$.

Finally, if $F(x)$ has full rank $q$ a.e., $SF(x)$ also has full rank $q$ a.e., and the last block $[S_{v-1} F(x)]_v$ has full row rank a.e., so all the rows of $[S_{v-1} F(x)]_v$ must be non-zero, and the lowest degree of any non-zero polynomial is $s_v < +\infty$. Further, all the rows of $[S_{v-1} F(x)]_v$ must be linearly independent functions, for otherwise $[S_{v-1} F(x)]_v$ would not be the last block. Since the different blocks must be linearly independent functions, it follows that all the rows of $\bar{S} F(x)$ all linearly independent functions.

**PROOF OF PROPOSITION 6.3** When the FRALD-T condition does not hold, the rank of $\bar{S}G(y)$ constructed in Lemma 6.2 has to be less than $q$. If the FRALD-T condition holds for $G(y)$ with some matrix $\bar{S}$, then for any $S \in \mathcal{F}_q$ the FRALD-T property also holds for $SG(y)$ on selecting the matrix $S_{SG} := \bar{S} S^{-1}$. Consider the matrix $S$ defined in the proof of Lemma 6.2. Then $SG(y) = \bar{S}G(y) + R(y)$, where by construction $\bar{S}G(y)$ has $q$ linearly independent rows and, in each row of $R(y)$, the degree of the polynomials is higher than for the corresponding row of $\bar{S}G(y)$. Multiplying $SG(y)$ by $S_{SG}$, we then see that $S_{SG} \bar{S}G(y) = S_{SG} \bar{S}G(y)$. By the FRALD-T property, the rank of $S_{SG} \bar{S}G(y)$ is $q$. Multiplication by $S_{SG}$ does not change the rank, so the rank of $\bar{S}G(y)$ is $q$ as well.

**PROOF OF THEOREM 6.4** By applying Lemma 6.2 to the Jacobian matrix $G(\theta - \bar{\theta})$, we can find a nonsingular $q \times q$ matrix $S$ such that

$$\bar{S}G(x) = \begin{bmatrix} [\bar{S}G(x)]_1 \\ \vdots \\ [\bar{S}G(x)]_v \end{bmatrix}$$

(B.74)

where each submatrix $[\bar{S}G(x)]_k$ is an $n_k \times q$ matrix which only contains homogeneous polynomials
of degree \(s_i\), with \(0 \leq s_1 < \cdots < s_k < \cdots < s_v\), and all the rows of \(\overline{SG}(x)\) are linearly independent functions of \(x\). Since the Wald test statistic is invariant with respect to linear transformations, we can assume without loss of generality that \(S\) is the identity matrix: \(S = I_q\). This just means that we have already applied a nonsingular linear transformation to the restrictions under test (since \(g(\theta) = 0 \iff Sg(\theta) = 0\). If the FRLAD-T property does not hold, we have rank\(\{\overline{G}(x)\}\) = \(r\) for \(r < q\) a.e. Write the Wald-type test statistic as follows:

\[
W_T(\hat{\theta}_T; g, \hat{V}_T) = \frac{T g(\hat{\theta}_T) \left[ G(\hat{\theta}_T - \hat{\theta}) \hat{V}_T G(\hat{\theta}_T - \hat{\theta})' \right]^{\#} g(\hat{\theta}_T)}{\det \left[ G(\hat{\theta}_T - \hat{\theta}) \hat{V}_T G(\hat{\theta}_T - \hat{\theta})' \right]} \tag{B.75}
\]

where \(A^\#\) stands for the adjoint matrix (transpose of the cofactor matrix) of a matrix \(A\). Note that the adjoint matrix and the cofactor matrix actually coincide (by symmetry) in the case of (B.75).

Denote by \(\Delta_T\) the diagonal matrix of size \(q\) with \(i\)-th diagonal term \(T^{s_i/2}\) when \(\Sigma_{j=1}^{k-1} n_j < i \leq \Sigma_{j=1}^{k} n_j\), \(k = 2, \ldots, v\). We can rewrite the Wald test statistic as follows:

\[
W_T(\hat{\theta}_T; g, \hat{V}_T) = \left( \frac{(\Delta_T \sqrt{T} g(\hat{\theta}_T))' [ (\Delta_T G(\hat{\theta}_T - \hat{\theta})) \hat{V}_T (G(\hat{\theta}_T - \hat{\theta})' \Delta_T) ]^{\#} (\Delta_T \sqrt{T} g(\hat{\theta}_T))}{T^\alpha \det [ G(\hat{\theta}_T - \hat{\theta}) \hat{V}_T G(\hat{\theta}_T - \hat{\theta})' ]} \right) \tag{B.76}
\]

where \(\alpha = \sum_{i=1}^{v} s_i\). By a straightforward application of the derivation in the proof of Theorem 5.1 using (B.51) - (B.52), \(\hat{V}_T \xrightarrow{T \to \infty} V = JJ'\), and the continuity of the polynomial matrix function \([A(x)]^\#\), we have

\[
(\Delta_T \sqrt{T} g(\hat{\theta}_T))' [ (\Delta_T G(\hat{\theta}_T - \hat{\theta})) \hat{V}_T (G(\hat{\theta}_T - \hat{\theta})' \Delta_T) ]^{\#} (\Delta_T \sqrt{T} g(\hat{\theta}_T)) \xrightarrow{T \to \infty} g(Y)' \left[ \bar{G}(Y) V \bar{G}(Y)' \right]^{\#} g(Y) \tag{B.77}
\]

and, by the definition of \(Y\) and \(\bar{G}^*\), we get the limit for the numerator as

\[
Z' \bar{G}^*(Z)' A(\hat{\theta}) \left[ \bar{G}^*(Z) \bar{G}^*(Z)' \right]^{\#} A(\hat{\theta}) \bar{G}^*(Z) Z. \tag{B.78}
\]

Note that this quadratic form is non-zero almost surely. Indeed by Assumption 2.1, \(Z\) is absolutely continuous. \(Z\) is thus non-zero almost surely; by construction the rows of \(\bar{G}^*(Z)\) and thus of \(A(\hat{\theta}) \bar{G}^*(Z)\) are linearly independent as row vectors of polynomials and thus linearly independent almost surely and the polynomial matrix \([\bar{G}^*(Z) \bar{G}^*(Z)]^{\#}\) is non-zero almost surely. Thus the limit of the numerator is almost surely non-zero.

By an argument similar to the one leading to (B.77), we get for the denominator:

\[
T^\alpha \det [ G(\hat{\theta}_T - \hat{\theta}) \hat{V}_T G(\hat{\theta}_T - \hat{\theta})' ] = \det \left[ (\Delta_T G(\hat{\theta}_T - \hat{\theta})) \hat{V}_T (\Delta_T G(\hat{\theta}_T - \hat{\theta})' \right] \xrightarrow{T \to \infty} \det \left[ \bar{G}^*(Z) \bar{G}^*(Z)' \right]. \tag{B.79}
\]
Since $\tilde{G}^*(Z) = \tilde{G}(JZ)J$, the rank of $\tilde{G}^*(Z)$ equals the rank of $\tilde{G}(JZ)$ and is the same as rank $\{\tilde{G}(\theta - \tilde{\theta})\} = r^* < q$ when FRALD-T does not hold.

Thus the limit matrix $[\tilde{G}^*(Z)\tilde{G}^*(Z)^\prime]$ does not have full rank $q$, and the limit determinant has to be zero almost everywhere. Then the denominator converges to zero and the statistic diverges to $+\infty$. \hfill \square
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